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Prefacio

Las grandes cantidades de datos originados por diversas fuentes, como los disposi-
tivos méviles, las redes sociales, el internet de las cosas o las aplicaciones de nube,
muchas de ellas con necesidades de analisis en tiempo real, han cambiado el contexto
en el cual deben integrarse y analizarse los datos en las organizaciones. Este cambio
ha dado origen a términos como ciencia de datos, ingenieria de informacion, sistemas in-
tensivos en datos, Big Data o grandes volimenes de datos.

Si bien los sistemas de informacién dentro de las organizaciones deben mantener
su funcién de generar valor, diferenciaciéon y mantener su oportunidad en la toma
de decisiones, el analisis de datos moderno no esta basado unicamente en técnicas y
tecnologias clasicas para andlisis estadistico, sino que requiere de nuevas tecnologias
y metodologias para desarrollar soluciones propias para este tipo de informacion.
Estos cambios afectan no solo las areas técnicas, como el desarrollo de aplicaciones
o las tecnologias de la informacion que deben utilizarse, sino también las franjas
organizacionales a todos los niveles en formas que antes no eran factibles, a saber:

* A nivel estratégico y tactico de una organizacion, técnicas y tecnologias mo-
dernas para analisis de grandes volumenes de datos permiten comprender y
aprovechar la informacién propia y externa a la empresa, con el fin de entender
los cambios y las tendencias del mercado, identificar opiniones de segmentos
poblacionales relevantes para el negocio e interpretar los datos provenientes de
redes sociales para generar analisis de competitividad.

* A nivel de desarrollo de aplicaciones se generan técnicas y metodologias pro-
pias para nuevos tipos de informacion, por ejemplo, informacion no estructu-
rada que ademas es adaptable a diferentes campos de aplicacion, permitiendo
asi el uso efectivo de los datos en el analisis de una problematica especifica.
Entre los campos de desarrollo se encuentran, entre otros: el analisis de comer-
cio electronico, el entendimiento en linea de la reaccidén de clientes frente a un
producto o su competencia, la definicion y el ajuste de politicas publicas, las
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telecomunicaciones, los videojuegos en linea, las aplicaciones gubernamentales,
aplicaciones de salud y ciencia, el analisis del comportamiento urbano y la pre-
diccion, prevencidn y reaccidn frente a desastres.

* A nivel de infraestructura de tecnologias de la informacion, tecnologias como
Hadoop y bases de datos no relacionales (NoSQL) son utilizadas para facilitar
la alta escalabilidad necesaria en el procesamiento y almacenamiento de este
tipo de informacion. El uso de estas tecnologias, acompafiado de la definicion
de arquitecturas orientadas a los datos, permite ofrecer sistemas robustos y efi-
cientes que generan ventajas competitivas en los ambitos empresarial, cientifico
e investigativo.

* A nivel de informacion se debe trabajar tanto con fuentes estructuradas como
no estructuradas de indole heterogéneas. La informacién proviene de fuentes
auténomas, crece de forma exponencial y no es manipulable de forma efectiva
con las herramientas tradicionales de gestion de bases de datos. Las fuentes
suelen ser blogs, wikis, RSS, correos, comunidades participativas como las re-
des sociales y comunidades virtuales especializadas. Estas se integran con la
informacion propia de las organizaciones y los individuos de manera ubicua. Se
cuenta con ejemplos en dominios como biologia, medicina, finanzas, analisis de
mercados, imagen de personajes publicos, de comentarios en noticias de prensa
y del estado de la comunidad a partir de los flujos de datos de redes sociales en
tiempo real.

Objetivos y enfoque del libro

Este libro busca que el lector adquiera la capacidad de utilizar técnicas y herramien-
tas de ciencia de datos para resolver problemas que involucren diversas fuentes de
datos, datos estructurados y no estructurados, estando en capacidad de generar valor
y diferenciacion a las organizaciones, a través del analisis de sus conjuntos de datos.
Busca, ademas, presentar, analizar y utilizar las oportunidades de innovaciéon que
ofrece la ciencia de datos en la toma de decisiones estratégicas y tacticas de una or-
ganizacién en el desarrollo de aplicaciones en diferentes campos del conocimiento y
determinar cémo la plataforma R se presenta como alternativa especial para abordar
estas oportunidades.

La naturaleza del libro es introductoria en tanto cubre los fundamentos de diver-
sas tematicas dentro de la ciencia de datos con un enfoque mas practico que teorico.
La bibliografia referenciada permitira al lector ahondar en aspectos de su interés.

Este libro es uno de los resultados del proyecto de investigacion titulado: Modelos
para el aporte eficaz de la ciencia de datos a la mejora de la competitividad del sector empresarial
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colombiano, cuyo principal objetivo es la aplicacion de técnicas de analisis de datos
modernas a la solucion de problematicas comunes en pequefias y medianas empresas.
Dentro de este estudio se determind que un libro introductorio en idioma espafiol,
orientado tanto a técnicas de analisis de datos como en la plataforma R, sera una he-
rramienta valiosa para aquellas organizaciones que deseen emprender proyectos de
ciencia de datos y que no cuenten con experiencia previa en estos aspectos o requie-
ran de un punto de partida que las provea de un marco conceptual y de aplicaciones.

Piiblico objetivo y prerrequisitos

El libro esta pensado para servir de referencia en ciencia de datos aplicada, en parti-
cular aquellos que utilizan R como plataforma tecnoldgica. Partes del texto sirven de
apoyo en cursos enfocados al analisis de grandes volumenes de datos, sistemas de reco-
mendacion o mineria de texto, entre otros, y puede utilizarse como autoaprendizaje o
reforzamiento de los aspectos abordados. Para aprovechar de manera adecuada este
texto, es necesario que el lector cuente con un conocimiento previo en las siguientes
tematicas:

*  Programacion en un lenguaje de alto nivel, preferiblemente Java o Python.

¢ Fundamentos de bases de datos, en particular, conocimiento del lengua-
je Structured Query Language (SQL). También puede ayudar tener experiencia
con un sistema manejador de bases de datos relacional como PosgresQL, SQL
Server, MySQL, Oracle u otros.

¢ Fundamentos de probabilidad y estadistica a nivel de pregrado. Si bien el li-
bro expone los conceptos estadisticos necesarios para analisis de datos, esta
presentacion debe considerarse mas como un refuerzo de temas previamente
dominados por el lector que como una exposicion exhaustiva de la materia, la cual
tomaria mas espacio del disponible y se encuentra por fuera de los alcances del libro.

Organizacidn del libro

El libro se ha dividido en un prefacio y seis capitulos con diversos topicos. El capitulo
1 define la terminologia basica a utilizar y presenta el ciclo de vida de un proyecto de
analisis de datos. Los capitulos del 2 al 6 contienen material basico para analisis de
datos en R de un contexto de datos a baja escala o de bajo volumen, y hace énfasis en
el proceso denominado: Andalisis exploratorio de datos; el capitulo 2, particularmente,
introduce algunos modelos estadisticos basicos para analisis de datos; el capitulo 3,
presenta los fundamentos de manipulacion de objetos en R, asi como la forma de
implementar los modelos estadisticos incluidos en el capitulo anterior en la platafor-
ma; el capitulo 4, alude a las fuentes de datos y el proceso de preparacioén de datos
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en R; el capitulo 5, nos remite al aprendizaje de maquina en R, principalmente en
los modelos de clasificacion y segmentacion; finalmente, el capitulo 6 muestra un
caso de estudio en el cual se aplican técnicas de analisis de datos presentadas en las
secciones anteriores.

Al finalizar el libro, el lector habra asimilado una buena introduccién a los distin-
tos topicos de la ciencia de datos y adquirido destrezas en el manejo de la plataforma
R, incluyendo, por supuesto, el tener claro si esta plataforma es adecuada para el
analisis de datos requeridos para su actividad profesional.
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Introduccion

Una locura es hacer la misma cosa una y otra vez esperando obtener resultados diferentes.
Si buscas resultados distintos, no hagas siempre lo mismo.

—Albert Einstein

Bienvenidos a “Introduccion a la ciencia de datos en la plataforma R”

La tematica de este libro es una herramienta relevante para un importante
numero de disciplinas, profesiones y organizaciones comerciales y no comercia-
les; basta con buscar el término ciencia de datos o Data Science en un motor de bus-
queda como Google para obtener millones de resultados en menos de un segundo
de procesamiento.

La naturaleza de este capitulo es introductoria, ofrece un panorama de la ciencia
de datos y define los conceptos teniendo en cuenta que en otras fuentes bibliograficas
es posible que algunos de estos términos tengan significados diferentes. El objetivo es
que el lector conozca posibilidades y aplicaciones y esté en capacidad de desarrollar
proyectos de ciencia de datos, en particular R, principal tema de este libro.

También se aborda el ciclo de vida de un proyecto de analisis de datos, tema
fundamental para comprender, entre otras cosas, que un proyecto de este tipo debe
contar con un objetivo de negocio claro, tener una naturaleza interdisciplinaria y
gestionarse como un proyecto complejo, aplicando las mejores practicas existentes
en cada una de sus etapas. Una vez se logra claridad sobre este proceso, las tecnolo-
gias particulares, entre ellas la plataforma R, son herramientas de implementacion a
emplear en cada etapa; sin embargo, el dominio de la(s) tecnologia(s) particular(es)
a utilizar es solo una parte del espectro de habilidades involucradas en un proyecto
de ciencia de datos.

1.1. Ciencia de datos y areas relacionadas

Las grandes cantidades de datos originadas por diversas fuentes (dispositivos mo-
viles, web, redes sociales, internet de las cosas, aplicaciones de nube), generadas a
grandes velocidades, muchas de ellas con necesidades de analisis en tiempo real, han
cambiado el contexto de integracion y de analisis de datos en las organizaciones,
dando origen a nuevos términos que de una u otra forma estan relacionados con el
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analisis y procesamiento de conjuntos de datos de diversa naturaleza. Algunos son
términos nuevos para campos del conocimiento establecidos, mientras otros presen-
tan cierta ambigiiedad en su definicion, a tal punto que algunos autores los conside-
ran simplemente palabras “pegadizas”, buzzwords o términos “de mercadeo”.

La lista incluye términos como: ciencia de datos, mineria de datos, analitica,
inteligencia de negocios, aprendizaje de maquina, analisis exploratorio de datos,
procesamiento analitico en linea u On-Line Analytical Processing (OLAP), analitica
predictiva, analitica prescriptiva, mineria de datos masivos y similares, incluyendo
el cada vez mas comun Big Data o procesamiento de grandes volimenes de datos.
Es de notar que algunos de ellos ya existian mucho antes de instaurarse la ciencia de
datos como un término. Esta seccion es una reflexion sobre estos conceptos, para que
el lector pueda asociar lo aprendido en este libro con el contenido de otras fuentes y
referencias bibliograficas que utilicen otra terminologia.

La idea central de la gran mayoria de términos es similar: los datos “puros” con-
tienen valor y conocimiento que pueden y deberian ser descubiertos o extraidos, ge-
neralmente con el objetivo de contestar preguntas relevantes en una investigacioén o
contexto determinado. Los datos cuentan una o varias historias y es labor del cien-
tifico de datos, en un trabajo similar al realizado por un detective, lograr entender lo
que tienen para contar.

Ahora bien, que los datos “puros” contengan valor y conocimiento ha llevado a
que autores como [1] definan su manejo para los casos de mineria de datos, analitica
predictiva, Big Data 'y ciencia de datos.

1.1.1. Mineria de datos, analitica predictiva, Big Data y ciencia de datos

En la mineria de datos el problema a resolver es que, dado un conjunto de datos,
incluyendo datos a gran escala, hay que descubrir patrones y modelos con las siguien-
tes caracteristicas [2]:

» Validos: deben aplicar para nuevos datos a medida que estén disponibles.

«  Utiles: debe ser posible actuar sobre ellos. Esto implica necesariamente que los
modelos deben evitar el llamado principio de Bonferroni, esto es, ignorar que
un conjunto de datos pueda tener caracteristicas poco usuales que parecen im-
portantes, pero que en realidad no lo son, llevando a andlisis y conclusiones
engafiosas.

» Inesperados: deben ser no obvios al sistema o dentro del contexto del analisis.

* Entendibles: deben ser interpretables por los humanos.

ECl18



Introduccion a la ciencia de datos en R. Un enfoque préactico

Por Analitica predictiva se entiende la utilizacidn de métodos predictivos en el analisis de
datos, es decir, métodos que utilizan alguna(s) variable(s) para predecir el comporta-
miento desconocido o 1os valores futuros de otras variables [2]. Esta diferenciacion es ne-
cesaria, pues existen otros métodos de analisis, como los descriptivos —patrones que
interpretan el conjunto de datos— y los confirmativos, en los que se afirman o niegan
supuestos sobre el conjunto de datos. Cabe mencionar adicionalmente que autores
como [2] consideran a la analitica predictiva como un término equivalente a ciencia
de datos, enfatizando en que las aplicaciones mas interesantes de la ciencia de datos
resaltan por la capacidad predictiva de sus modelos.

En el caso de los Andlisis exploratorios de datos o Exploratory Data Analysis (EDA), se
entienden todos aquellos métodos de descripcion de un conjunto de datos en los que
no se tiene ningun supuesto sobre la distribucidn estadistica de estos antes de empe-
zar el estudio, de ahi su caracter exploratorio [3]. Estos métodos de descripcion tienen
origen en que muchos de los proyectos de analisis de datos utilizaban “técnicas”
asumiendo previamente que los datos se comportaban de una u otra manera, lo que
conducia a resultados erroneos. Por el contrario, las técnicas exploratorias buscan,
a través de la visualizacion y técnicas de estadistica descriptiva, validar o descubrir
estos supuestos en lugar de asumirlos como verdaderos.

Gran parte de la dificultad para definir con precisiéon cada término es la can-
tidad de perfiles o “culturas” que trabajan interdisciplinariamente en proyectos de
analisis de datos. Por ejemplo, para un profesional especializado en bases de datos
y sistemas de informacion, mineria de datos es similar a lo que se conoce como pro-
cesamiento analitico, mientras que Big Data podria interpretarlo como mineria de datos
masivos [1].

De igual forma, un profesional en estadistica (que suele contar con formacion
en aprendizaje de maquina) interpretaria mineria de datos como estadistica inferencial
aplicada, modelos inferenciales o un sabor aplicado de analitica predictiva. La figura 1.1.
ilustra un diagrama de Venn de algunos de los términos y afirma que mineria de
datos es la convergencia de sistemas de informacion, ciencias de la computacion y
estadistica, lo cual no es para nada contradictorio con la definicién del término pre-
viamente presentada.
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Figura 1.1. Areas del conocimiento involucradas en mineria de datos
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Fuente: Adaptada y traducida de [1]

En cuanto a la inteligencia de negocios o Business Intelligence (BO), se puede afir-
mar que es un término “sombrilla” bajo el cual se agrupan todas aquellas dis-
ciplinas que apoyan la foma de decisiones en el contexto particular de los negocios.
Ciertamente la mineria de datos aplicada a este contexto se considera como inteligencia
de negocios, siempre que el proyecto de analisis de datos pueda determinar como se be-
neficia la organizacion de las predicciones hechas y como estas decisiones impactan
todo lo demas, teniendo en cuenta que un objetivo comun de un proyecto de analisis
de datos en los negocios es cambiar el comportamiento del mismo en algin aspecto
particular.

Junto con la mineria de datos existen otras disciplinas que suelen encontrarse al
hablar de inteligencia de negocios, y son la Mineria de procesos, Administracion del co-
nocimiento, Sistemas de reportes, Administracion de procesos de negocio o Business Process
Management (BPM), Gestion de proyectos de andlisis y otros tantos relacionados [2].

El dltimo término sobre el cual se va a reflexionar es el que da titulo a este libro,
el cual ain hoy no esta exento de criticas y sigue presentando cierta polémica al res-
pecto: se trata de la ciencia de datos. Su definicién puede variar entre algunos autores
como [5], que la concibe como la “[...] metodologia de extraer conocimiento a partir
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de los datos”, un contenido que concuerda de alguna forma con la precision concep-
tual anteriormente dada para la mineria de datos.

En este libro se acogera una de las definiciones mas citadas: la presentada por [9],
quien cita a Mason y Wiggins en su articulo “Una taxonomia de la ciencia de datos”.
Esta definicién establece la ciencia de datos como una metodologia o serie de pasos
denominados OSEMN, a saber:

1. (O)btener los datos: proceso encargado de traer los datos desde otro lugar o
generarlos, también implica identificar las fuentes de datos.

2. (S)crub o depurar los datos: proceso encargado de limpiar, filtrar, reemplazar
y manejar valores no disponibles; convertir el formato de los datos antes de
su analisis.

3. (E)xplorar los datos: proceso de Andlisis Exploratorio de Datos (EDA).

4. (M)odelar los datos: proceso encargado de la creacion de un modelo estadistico
sobre los datos. Esto puede implicar la evaluacidn de varios modelos estadisticos
y de aprendizaje de maquina, en cuyo caso se requiere dividir el conjunto de da-
tos en datos de entrenamiento, entrenar el conjunto de datos y validar el modelo
estimando el comportamiento del modelo con nuevos datos.

5. I(N)terpretar los datos: proceso en donde se definen las conclusiones de acuerdo
con los datos, se evalian los resultados y se comunican, generalmente utilizan-
do visualizaciones.

Asimismo, se propone que los cientificos de datos deben tener un conjunto de habili-
dades como afirma [1] citando a D. J. Patil, Building Data Science Teams, para desem-
pefiar adecuadamente su labor:

»  Experiencia técnica en alguna disciplina cientifica.

*  Amplia curiosidad, entendida como el deseo de ir mas alla de la superficie, des-
cubrir y validar hipoétesis que puedan ser probadas.

* Habilidad para contar una historia a partir de los datos y comunicarlos
efectivamente.

*  Habilidad para resolver problemas de forma diferente y creativa.

Al analizar en detalle la definicion y las habilidades requeridas no debe resultar
extrafio por qué algunos autores consideran que la ciencia de datos no es mas que
un término de mercadeo para describir lo que hace siglos hacen los profesionales
en estadistica aplicada, por lo que ciencia de datos = estadistica aplicada. De hecho [5]
menciona en su capitulo introductorio que la ciencia de datos es lo que anteriormente
se llamaba “estadistica” y que luego se conocidé como analitica de datos.
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Sin embargo, es importante resaltar que si bien la definicion de ciencia de datos
no es del todo clara respecto a como se diferencia este nuevo campo de la estadistica,
existen divergencias para considerar a la ciencia de datos como un nuevo campo dis-
tinto del anterior, a saber:

»  Los profesionales en estadistica suelen emplear datos de tipo numérico y no tra-
bajan tradicionalmente la mineria de texto o analisis de datos no numéricos. En
ciencia de datos, el analisis de texto es fundamental y presenta oportunidades
llamativas para aplicaciones.

»  Usualmente los entregables en un proyecto de analisis de datos, desde el punto
de vista de un profesional en estadistica son informes o reportes con las conclusio-
nes del estudio. Actualmente los entregables son sistemas de software funciona-
les e incluso los reportes siguen existiendo, pero usualmente como sistemas de
software en si mismos. Estos sistemas tienen como objetivo central el despliegue
de modelos de decision efectivos en entornos de produccion. Cabe preguntarse si
un profesional en estadistica esta entrenado para desarrollar software comercial
y de produccion, habilidad que si se espera del profesional en ciencia de datos.

*  Con el advenimiento de las tecnologias y metodologias para analisis de gran-
des volumenes de datos, es necesario entender de algoritmos, arquitectura de
computadores, plataformas de software y hardware, automatizacion de infraes-
tructura tecnoldgica o DevOps, sistemas de almacenamiento y de informacion,
procesamiento de imagenes, audio y video, algoritmos en grafos, procesamiento
en paralelo, sistema de automatizacion de flujos de datos, y en fin, un cuerpo de
conocimiento que claramente no corresponde al nucleo basico del profesional
en estadistica.

Los dos ultimos puntos son relevantes porque dejan entrever que los reportes tradi-
cionales, tan validos como pueden llegar a ser, ya no son el principal entregable de
un proyecto de anadlisis de datos. En su lugar, se habla de un producto orientado a datos
(Product Data), consumible por los usuarios como un nuevo sistema de software o
aplicacion resultado del proyecto.

Esta diferenciacion no implica de ninguna manera que no se requieran las ha-
bilidades analiticas de los estadisticos: jnada mas alejado de la realidad! También
debe hacerse la salvedad que la anterior caracterizacion es de cierta forma una gene-
ralizacién, ya que es probable que existan profesionales en estadistica con amplios
conocimientos en los campos que usualmente no se les atribuye.

En la practica, lo que sucede es que los proyectos de analisis de datos de cierta
envergadura e impacto son de naturaleza interdisciplinaria, en donde las habilidades
y los conocimientos en estadistica son solo un subconjunto del total requerido. Otras
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habilidades generalmente solicitadas son programacién de computadores y conoci-
miento de dominio, ya que de otra forma no es posible validar si el conocimiento
adquirido mediante analisis de datos es coherente con la problematica a resolver.

Para cerrar esta seccion, es importante mencionar que con el tiempo habra mas
especializacion en lo referente a proyectos de analisis que tienen que ver con grandes vo-
Iltimenes de datos, por lo que mas términos iran surgiendo. A manera de ejemplo, ya se
habla de Ingenieria de datos como el rol que desempena un profesional en tecnologias
de la informacion encargado de las plataformas hardware y software para analisis de
grandes volimenes de datos. Sin duda, habra mas que decir en un futuro sobre esta
especializacidn, pero lo cierto es que, al dia de hoy, la ciencia de datos ha emergido
como una nueva disciplina en su propio derecho.

1.2. Ciclo de vida de un proyecto de analisis de datos

Un proyecto de analisis de datos estd compuesto por varias etapas o procesos, los
cuales cambian de acuerdo con los distintos enfoques. Sin embargo, antes de entrar a
trabajar con los datos disponibles, es fundamental justificar el proyecto de analisis de
datos, ya que debe recordarse que como resultado de un proyecto de analisis de datos
se espera generar transformacion en las organizaciones; por ejemplo, autores como
[2] utilizan la expresion conocimiento accionable, luego, vale la pena preguntarse si el
esfuerzo de crear un sistema, involucrar personal altamente calificado e interdiscipli-
nario y otras labores tanto técnicas como administrativas que distan de ser triviales
esta plenamente justificado.

Como todo proyecto de naturaleza técnica, quizas la primera pregunta que debe
hacerse es sobre por qué se esta desarrollando el sistema. Lo mas probable es que se
tengan en mente algunos objetivos de negocio que se desean lograr, ya que salvo
que se esté realizando un proyecto con fines netamente investigativos, no es racional
emprender un reto de esta naturaleza sin algin objetivo de negocio claro o algin
problema bien especificado que se desee resolver.

Una vez la visidn de estos sistemas es clara, es posible contestar otras preguntas
de naturaleza operativa, jcomo se va a utilizar el sistema?, o de naturaleza eminen-
temente técnica, jcual es la informacion que se va a almacenar?, ;como determinar
que la implementacién cumple con los objetivos de negocio propuesto? Sin embargo,
es importante contar con la justificacion del proyecto. Los siguientes casos enfatizan
en esta idea:

*  Ejemplo 1: una empresa de trenes emprendio un proyecto de analisis de datos
para mejorar los procesos de mantenimiento de su flota, predecir las fallas y dar
informacion de soporte actualizada y en tiempo real de los trenes. Si bien en este
caso la justificacién puede verse como una optimizacién de los procesos de la
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empresa, es también importante sefialar como el analisis predictivo de las fallas
puede salvar vidas, lo cual tiene un gran impacto social y econémico.

*  Ejemplo 2: una empresa de consumo masivo determina que su publicidad no se
esta dirigiendo a las personas adecuadas, por lo cual emprende un proyecto de
analisis de datos para mejorar el proceso publicitario perfilando de una mejor
manera sus clientes. En este caso la justificacion esta orientada a incrementar las
ventas mediante una publicidad mejor orientada.

* Ejemplo 3: una empresa de moda utiliza analisis de datos, procesamiento de
imagenes y analisis de redes sociales para ofrecer servicios personalizados a sus
clientes, ya que se determind que para las personas es importante lucir “tnicas”,
con prendas y accesorios totalmente personalizados y acorde con sus gustos y
exigencias. Con esto la compaifiia busca no solo incrementar sus ventas, Sino

también generar diferenciacion respecto a sus competidores.

*  Ejemplo 4: un laboratorio cientifico adquiere millones de datos en tiempo real
para comprobar una hipdtesis cientifica con base en experimentos que generan
grandes volumenes de datos. Es de notar que en este caso el objetivo de negocio
sigue estando claro, justificando el proyecto como parte de la misma mision
del laboratorio.

Una vez se ha justificado el proyecto de acuerdo con la transformacién del negocio
deseada, es posible seguir las etapas del ciclo de vida del proceso hasta llevarlo a su
fin. En la figura 1.2, las etapas del ciclo de vida se muestran en forma secuencial, pero
en la practica es comun tener un proceso iterativo, en el que el resultado de una de las
etapas puede llevar a reexaminar los resultados de una etapa anterior.

Figura 1.2. Ciclo de vida de un proyecto de analisis de datos

)2 D)3 D)4

Fuente: Tomada y traducida de [1]

Sibien las etapas del ciclo de vida de un proyecto de analisis de datos varian entre los
autores, es comun encontrar las siguientes [1]:

1. Planeacion y definiciéon del problema.

2. Preparacion de datos.
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3. Analisis de datos.

4. Despliegue.

La primera etapa, Planeacion y definicion del problema, es la encargada de la gestion
operativa y los andlisis propios de un proyecto; en esta, se definen los entregables del
proyecto, se ensamblan los equipos de desarrollo y analisis, se realizan los analisis de
costo/beneficio y una vez se tiene una vision clara del problema a resolver, se gene-
ran los factores que determinaran el éxito del proyecto.

En la segunda etapa, Preparacion de datos, se realizan los procesos que modifican
los datos antes de su analisis. Esto incluye, acceder a los datos, posiblemente combi-
narlos con otros, realizar un analisis de la calidad de los datos, realizar transforma-
ciones en los datos y segmentarlos.

En la tercera etapa, de Andlisis propiamente dicho, se busca explorar relaciones
entre los datos tratando de identificar aquellas relaciones y tendencias no triviales.
En esta etapa se elaboran los modelos estadisticos (resumen de datos o modelos de
regresion) o modelos de aprendizaje de maquina (modelos de clasificacion o de ana-
lisis de grupo).

Finalmente, en la etapa de Despliegue, se aplica la solucidén en el negocio con
el objetivo de generar cambio, esta puede ser un reporte, un sistema de software
(aplicacion), alguna herramienta de integracion con otras herramientas de apoyo
a la toma de decisiones o alguna directiva que implique cambio en los procesos de la
organizacion.

Para concluir esta seccidn, es importante resaltar que existen otras definiciones de
ciclos de vida de un proyecto de datos. En particular, es de interés la metodologia agil
aplicada al analisis de datos [17]. Se invita al lector interesado en este tema a revisar
las fuentes bibliograficas suministradas al final del capitulo.

1.3. Sistemas intensivos en datos y Big Data

Dentro del cuerpo de conocimiento y las habilidades técnicas asociadas a un cien-
tifico de datos, cada vez cobra mas relevancia la capacidad para tratar con sistermas
intensivos en datos, bien sea para construirlos o para analizar la informacién conteni-
da en ellos, informacién que suele categorizarse como Big Data.

Si bien este es un libro introductorio de analisis de datos utilizando técnicas de
pequeiia escala, para un cientifico de datos es fundamental entender a qué se hace
referencia cuando se habla de Big Data, como luce un sistema intensivo en datos, y
quizas mas relevante, cobmo afecta el hecho de ser Big Data las técnicas de analisis
de datos de este libro. Es en este sentido que esta seccioén ha sido agregada al texto,
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quizas mas como un “abrebocas” a esta importante tematica, ya que los detalles téc-
nicos de analisis de Big Data o disefio de sistemas intensivos en datos pueden requerir
un libro entero.

Se denominan grandes volimenes de datos, datos a gran escala o Big Data a con-
juntos de datos cuyo tamafo y complejidad derivan en que este conjunto no pueda
ser procesado por herramientas tradicionales como los gestores de bases de datos
relacionales. Debido a su tamafio y complejidad, las herramientas tradicionales tie-
nen problemas para adquirir, capturar, mover, buscar, almacenar y procesar estos
conjuntos de datos en un tiempo o costo razonable. Si bien en un comienzo se hacia
referencia explicita al tamafo del conjunto de datos (1 PB) para determinar si cla-
sificaba como un volumen de datos a gran escala, actualmente esto no es del todo
preciso (ademas de no ser sostenible en el tiempo), por esto se evitara hacer uso de
tal “definicion” en este libro. Con esto se quiere decir que no es del todo preciso de-
cir que Big Data es a partir de “x” terabytes, petabytes o exabytes, si bien es comun
encontrar conjuntos de datos de ese tamafilo. Como se determinard posteriormente,
muchas veces otras caracteristicas del conjunto de datos generan mayores dificulta-
des de analisis que el tamafilo mismo.

La definicion comunmente encontrada en la literatura es debida a Douglas Laney,
quien a la fecha de la escritura de este libro trabaja para la consultora Gartner y esta-
blecio “las 3 Vs” que definen los grandes volumenes de datos, a saber:

* Volumen: esta caracteristica hace referencia al tamafio del conjunto de da-
tos, expresado en bytes. Algunas unidades del conjunto de datos pueden ser
mega-bytes (MB), gigabytes (GB), terabytes (TB), petabytes (PB), o exabytes
(EB); en un futuro no muy lejano se hablara incluso de zettabytes (ZB) o yottab-
ytes (YB).

*  Velocidad: esta caracteristica hace referencia a la tasa de llegada de los datos y
qué tan rapido necesitan ser procesados. Puede variar desde un procesamiento
en lote que se ejecute cada cierto periodo hasta la necesidad de procesar el con-
junto de datos en tiempo real.

»  Variedad: esta caracteristica hace referencia a la forma en que se presenta el
conjunto de datos, siendo posible que este corresponda a datos estructurados,
texto no estructurado, datos de sensores, informacion de fuentes multimedia o
logs de dispositivos, entre otros. Generalmente, los datos no estructurados no
vienen listos para la integracion con las aplicaciones, luego, deben procesarse
de forma diferente.
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Figura 1.3. Las “3 Vs” que definen Big Data: volumen, velocidad y variedad
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VARIEDAD

Fuente: Adaptado y traducido de [6]

Algunos autores, como por ejemplo [6], proponen que la definicién de Big Data debe-
ria expandirse con otras “3 Vs”, a saber:

e Visidn: esta caracteristica hace referencia a que todo proyecto de analisis de
grandes volimenes de datos debe tener un proposito y un plan.

*  Veracidad: hace referencia a que los datos (en particular, aquellos que se pueden
considerar como una fuente de grandes volimenes de datos) deben estar confor-
mes con un conjunto de especificaciones.

e Validacién: hace referencia a que las conclusiones a las que llegue un
proyecto de andlisis de grandes volumenes de datos debe satisfacer el propodsito
del proyecto.

Cabe mencionar que la caracteristica de veracidad es cominmente encontrada en las
definiciones de Big Data, convirtiéndose en la cuarta “V”.

Los grandes volumenes de datos plantean nuevos retos y posibilidades tanto para
las organizaciones como para los profesionales de tecnologias de la informacién y
analistas de datos cuyos procesos, tecnologias, herramientas de analisis, posibilida-
des de negocio, y en general, aspectos a varios niveles, se ven directamente afectados
por las caracteristicas del conjunto de datos. Por ejemplo, si solo se tuviese en cuenta
la “V” relativa al volumen, una organizacion o analista determinaria rapidamente que
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el tamafo mismo del conjunto de datos impacta la captura, transferencia, almacena-
miento, procesamiento, presentacion, analisis y latencia (tiempo que toma acceder
a un dato), por lo que probablemente sus sistemas de informacion actuales no estén
en capacidad de manejar adecuadamente un conjunto de esta naturaleza. Las con-
secuencias inmediatas de lo anterior plantean, sin lugar a dudas, nuevos retos desde
el punto de vista tecnoldgico, de analisis, de metodologias y procesos, pero también
estos retos traen consigo enormes posibilidades para el desarrollo de las organizacio-
nes, los individuos y la sociedad en general.

Desde el punto de vista técnico, quizas el cambio mas importante para los siste-
mas de informacion es que al analizar grandes volumenes de datos zay que llevar el
procesamiento a los datos, no los datos al procesamiento. Esto es debido a que el volu-
men del conjunto de datos no es posible almacenarlo en memoria principal antes de
procesarlo, y este es el enfoque que las aplicaciones tradicionales utilizan; lo anterior
sin tener en cuenta el costo de mover los datos hacia el procesamiento —hablando en
términos de tiempo—. Como es de esperarse, llevar el procesamiento a los datos y no
al contrario implica un conjunto de herramientas totalmente nuevo, asi como mode-
los y técnicas tanto de andlisis como de almacenamiento diferentes a las utilizadas en
un contexto de baja escala.

En particular, es mandatorio a la hora de procesar y almacenar estos conjuntos
pensar en términos de procesamiento paralelo, ya que es la inica forma de obtener un
buen desempefio de los sistemas que tratan con estos conjuntos de datos y de escala-
bilidad para poder soportar la cada vez mas creciente cantidad de datos sin tener que
redisefiar los sistemas. Este hecho impacta las organizaciones a todos los niveles;
por ejemplo, tradicionalmente las organizaciones tenian sus sistemas de informacion
transaccionales en un tnico servidor de amplias prestaciones; el ser un tnico servidor
facilitaba enormemente las labores de mantenimiento y tolerancia a fallas, y mante-
nia bajo control los costos de licenciamiento.

Al hablar de un sistema de almacenamiento y procesamiento de grandes volu-
menes de datos se habla de procesamiento en paralelo y escalabilidad, con lo cual
el aspecto de licenciamiento, el manejo de fallas y el simple hecho de determinar
cuantos y como deben ser los nuevos servidores afecta las operaciones diarias de la
organizacion en lo referente a sus tecnologias y sistemas de informacion.

Como se menciond anteriormente, todo reto trae consigo muchas posibilidades.
Inicialmente se podria hacer mencion a la de almacenar tantos datos como se pueda
(incluidos datos historicos), ya que con las tecnologias actuales de almacenamiento
de datos y sus restricciones es necesario ser en exceso escrupulosos sobre los datos
que deben almacenarse con el objetivo de reducir su volumen y facilitar su analisis.
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La serie de libros Big Data Now [12, 16] hace referencia a la frase “Cuando puedas,
quédate (almacena) con todo” como un principio fundamental de Big Data que esta
en linea con la anterior afirmacion. Esto cambia la forma de pensar de las organiza-
ciones que pueden proceder a capturar, primero, los datos, y realizar las preguntas
después, lo cual es sustancialmente diferente al filtro de datos que se hacia anterior-
mente. El almacenar tantos datos como sea posible, incluso de diversas fuentes, y
poder procesarlos en un tiempo factible, ofrece una potencial ventaja competitiva
sobre aquellos que no cuentan con todo el espectro de informacién a nivel temporal
o de fuentes.

También es cierto que Big Data es un habilitador de nuevos negocios, servicios
y productos, como lo reflejan casi a diario servicios como Google, Facebook o
Amazon. En esta misma referencia —entre otras muchas fuentes— se encuentran
gran variedad de casos de negocio y cémo las organizaciones han aprovechado las
tecnologias para analisis, almacenamiento y procesamiento de grandes volumenes
de datos para solucionar problemas complejos (que no eran posibles anteriormente
con sus herramientas tradicionales) o para satisfacer de mejor forma sus objetivos
misionales, alinear sus estrategias e iniciativas, crear nuevos productos o servicios
o realizar mejores prondsticos de aspectos que afectan el negocio. Mencién aparte
merecen todas las aplicaciones de las tecnologias que estan por ser desarrolladas, ya
que el verdadero potencial del Big Data parece que hasta ahora esta por verse.

1.4. Componentes de un sistema Big Data

Las soluciones de almacenamiento, procesamiento y analisis de grandes volumenes
de datos, simplificadas en este libro como Sistemas Intensivos en Datos, soluciones Big
Data o sistemas Big Data, son soluciones multicomponentes, compuestas de infraes-
tructuras heterogéneas, bases de datos con varias tecnologias, herramientas de visua-
lizacion y analisis de varios fabricantes, entre otros componentes.

Debido a la heterogeneidad propia de un sistema de este tipo, puede que no sea
posible establecer una tnica arquitectura o estructura, por lo que es necesario restrin-
girse a aquellos componentes mas comunmente encontrados, que en la mayoria de
veces son requerimientos indispensables para que el sistema se considere de grandes
volumenes de datos. Una arquitectura comun y ampliamente referenciada en la lite-
ratura para un sistema Big Data se muestra en la figura 1.4.
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Figura 1.4. Arquitectura de un sistema Big Data
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Fuente: Adaptada y traducida de [8]

Segtin se observa en la figura, entre estos componentes frecuentemente hallados en
un sistema Big Data se encuentran:

1. Un método para mover datos hacia y desde el sistema en forma segura, sin
pérdida y lo mas eficiente posible. Esto puede implicar mover los datos hacia y
desde archivos ya existentes o un sistema gestor de bases de datos o de apoyo al
procesamiento/almacenamiento u otras fuentes. En general, este proceso es co-
nocido como ingestion de los datos y es comun encontrar herramientas dedicadas
para tal fin.

2.  Un sistema de almacenamiento distribuido en varios servidores, escalable a mi-
les de servidores, con redundancia en los datos en caso de fallos de hardware.
Ademas, debe ser economicamente viable. Este sistema de almacenamiento
debe permitir el procesamiento local en donde residen los datos, caracteristi-
ca diferenciadora del andlisis de grandes volumenes de datos. Usualmente el
sistema de almacenamiento se divide en la capa de infraestructura de tecnologia
fisica (granjas de servidores fisicos o virtualizados en una solucién de nube)
y la capa de almacenamiento en donde reside el sistema de archivos distribuido y
los gestores de bases de datos NoSQL (también con caracteristicas de distribu-
cion, escalabilidad y con tolerancia a fallas, incluidas en su mismo diseno). Un
ejemplo es el sistema de archivos Hadoop File System (HDFS), inicialmente un
proyecto de la empresa Yahoo ahora convertido en un proyecto de la Apache
Software Foundation.
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3.  Una plataforma de procesamiento, esto es, un conjunto de herramientas amplio
para procesamiento en paralelo con los datos directamente ingresados sobre la
capa de almacenamiento.

4. Motores especializados en analisis estadistico, mineria de texto, motores de bus-
queda e indexadores 0 motores de procesamiento en tiempo real. Estos motores
especializados usualmente funcionan de manera cooperativa con la plataforma
de procesamiento.

5. Sistemas de visualizacion y reporte.

6. Un método para que se pueda acceder de forma programadtica al sistema me-
diante un entorno de desarrollo (IDE) o kit de desarrollo (SDK).

En entornos reales de operacidon, mas alla de una prueba de concepto, es posible
contar con sistemas de monitorizacion de la infraestructura, una capa de seguridad,
herramientas de automatizacion de tareas y administracion de toda la plataforma, asi
como herramientas adicionales para procesamiento de datos que permitan interope-
rar con otros sistemas de informacién ya existentes.

Como parte de la denominada inteligencia de negocios suele encontrarse el término
Bodega de datos que es un repositorio central desnormalizado, el cual es alimentado por
los sistemas transaccionales con el objetivo de realizar analisis —usualmente fuera de
linea— para el apoyo de la toma de decisiones. De esta breve descripcién se pueden
establecer someramente las diferencias entre una bodega de datos y una solucién Big
Data [8]:

*  En Big Data los datos se almacenan en servidores distribuidos en lugar de un
servidor central.

*  En Big Data las funciones de procesamiento se llevan a los datos en lugar de
llevar los datos al procesamiento.

e En Big Data los datos son de varios formatos, tanto estructurados como no
estructurados.

* En Big Data los datos se pueden procesar tanto en tiempo real como fuera
de linea.

*  En Big Data las tecnologias estan basadas, en su mayoria, en conceptos de pro-
cesamiento paralelo.

Esto no excluye que una bodega de datos no pueda ser parte de un sistema Big Data, y
de hecho se encuentran en la literatura arquitecturas en las que una bodega de datos
se integra a un sistema Big Data, como la que ilustra la figura 1.5. En esta arquitectu-
ra, la cual es una variacion de la mostrada en la figura 1.4, se parte de la informacion
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analizada o generada por los motores de analisis, que es almacenada en la bodega,
lo cual no excluye que la misma bodega de datos sea utilizada como una fuente de
informacion que alimenta la capa de almacenamiento de la solucién Big Data. Parece
ser que las tecnologias actuales involucran tantos conceptos comunmente asociados
a bodegas de datos en soluciones Big Data que puede que en un futuro se presente
cierta convergencia o equivalencia de los términos.

Al notar que cada uno de los componentes de un sistema Big Data puede ser
en si mismo un sistema complejo, cabe la duda respecto a la necesidad de un sis-
tema de este tipo, sobre todo cuando las herramientas de gestién de sistemas de
bases relacionales cuentan con un alto nivel de madurez, robustez y eficiencia.
Esta duda surge sobre todo si se tiene en cuenta que es comun encontrar en la li-
teratura la frase “pueden abordarse problemas que no eran posibles con Relational
DataBase Management Systems (RDBMS) o Sistemas Gestores de Bases de Datos
Relacionales” a la hora de hablar de los beneficios de un sistema para procesamien-
to de grandes volumenes de datos.

El problema principal de un sistema gestor de bases de datos (RDBMS) es que
esta basado en conceptos postulados hace mas de 40 afios para datos almacenados en
un formato estructurado con infraestructura centralizada en su mayoria. Los datos
eran generados por organizaciones y empresas para conducir analisis dentro de las
mismas. Con el advenimiento de internet global, las redes sociales y los dispositivos
moéviles, ya no son solo las organizaciones las que generan datos, sino que los indi-
viduos y los mismos dispositivos también contribuyen con datos, que distan de estar
estructurados y son variados en su naturaleza.

Para estos datos, los sistemas gestores de bases de datos son ineficientes, rigidos y
costosos, ya que no estan disefiados con este fin, razén por la cual grandes corpora-
ciones disefiaron nuevas tecnologias y conceptos que tratan estos datos voluminosos,
variados y generados a gran velocidad de una forma mas eficiente y a un menor cos-
to. A proposito del costo, es importante resaltar que el analisis de grandes volumenes
de datos estaba al alcance de grandes corporaciones, pero a un costo elevado. Hoy
por hoy, debido en gran parte al surgimiento de la computaciéon en la nube, estos
analisis son factibles incluso para pequefias startups.
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Figura 1.5. Arquitectura de un sistema Big Data
incorporando bodegas de datos
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2. Principios de estadistica

Todos los modelos estan equivocados, pero algunos modelos son mds titiles que otros.

—George Box

El proposito de este capitulo es dar una introduccion a los conceptos estadisticos
necesarios para realizar un analisis exploratorio de un conjunto de datos. El enfoque,
como se menciono en la introduccion del libro, es de aplicacion y no hard énfasis en
teorias matematicas ni estadisticas subyacentes, las cuales pueden ser revisadas por el
lector en los textos indicados en las referencias. El capitulo aborda tres tematicas: la
seccion 2.2, presenta una introduccion referente a estadistica descriptiva, en particu-
lar lo concerniente a las estadisticas de resumen del conjunto de datos; la seccion 2.3,
es una introduccion a los temas que usualmente se tratan bajo la etiqueta estadistica
inferencial, esto es, pruebas de hipotesis y los conceptos basicos de modelos lineales.
Finalmente, la seccion 2.4, es una introduccion al analisis estadistico de series de
tiempo, reconociendo que muchos de los analisis encontrados en la practica involu-
cran el componente temporal, de ahi la relevancia de estudiar estos modelos.

2.1. Observaciones y variables

El punto de partida de todo analisis estadistico es, naturalmente, un conjunto de
informacion que contiene datos medidos o recolectados de algiin aspecto, hecho o
experimento particular; estos datos pueden encontrarse en formato numérico o alfa-
numérico, dependiendo de la naturaleza de lo que se esta caracterizando. El objetivo
de un buen analisis estadistico es, teniendo en cuenta las limitaciones propias de los
datos, obtener la mayor informacién posible de ese conjunto de datos, bien sea para
apoyar la toma de alguna decision, realizar un pronostico de algo en particular o
realizar una descripcidn precisa de algiin fendmeno, entre otros fines que justifican el
analisis del conjunto de datos.

La representacion mas comun de este conjunto de datos es un formato conocido
como data frame o data table (tabla de datos). Esta representacion tiene un formato o
estructura en la que las filas representan items individuales conocidos como observa-
ciones'y cada columna representa distintos atributos o variables de cada observacion. Se
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define una variable como el conjunto de valores de un atributo que describe aspectos
a través de todas las observaciones.

En forma genérica, un data frame puede verse de la siguiente forma (tabla 2.1), en
donde cada o, representa una observacion y cada x, una variable.

Tabla 2.1. Estructura de un data frame

1 9 3 o Tp
o1 11 T12 13 e Tip
02 21 22 23 e T2p
03 31 32 33 e T3p
On Tnl Tn2 In3 e Tnp

Fuente: Elaboracion propia

Que la informacion deba estar en o pueda llevarse facilmente a este formato no debe
menospreciarse, pues esta restriccion de formato o estructura puede que no sea apli-
cable a muchas fuentes de datos no estructuradas, comunmente utilizadas en el ana-
lisis de grandes volumenes de datos. Ejemplos particulares de conjuntos de datos se

muestran a continuacién.

* Ejemplo 1. En el contexto de un estudio clinico en una organizaciéon enfoca-
da en investigacion en salud es posible obtener un conjunto de datos con los
datos recolectados de un paciente: nombre, peso, tipo de sangre, altura, edad,
enfermedades previas, enfermedades de familiares y otros. En este conjunto de
datos cada paciente representa una observacion y cada dato que de él se recolecta
representa una variable.

* Ejemplo 2. En la industria automotriz es posible tener un conjunto con datos
sobre vehiculos, que son las observaciones del conjunto. Cada vehiculo puede
describirse en términos de su fabricante, marca, modelo, cilindraje, numero de
cilindros, eficiencia de gasolina, tipo de motor, autonomia, tiempo de acelera-
cion, peso y otras tantas variables.

* Ejemplo 3. En las tiendas comerciales es posible que el conjunto de datos con-
tenga informacién de las diferentes transacciones llevadas a cabo por los consu-
midores. Cada transaccion (observacion) puede estar caracterizada por variables
como la fecha de la transaccion, producto adquirido, cantidad, marca, costo
unitario, costo total y otros atributos que caracterizan la transaccion.
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Contar con un conjunto de datos con muchas observaciones o multiples variables
dificulta el proceso de identificar tendencias o relaciones entre las variables; debido a
ello, es recomendable una primera caracterizacion individual de cada variable, lo cual
puede hacerse apelando a medidas de tendencia central y a la visualizacion.

Sin embargo, las medidas de tendencia central no aplican para todo tipo de va-
riable; por ello, es fundamental reflexionar sobre los distintos tipos de variables que
pueden encontrarse en una tabla de datos o data frame, aclarando que la clasificacion
varia de acuerdo con su naturaleza o continuidad, la cual debe estar en funciéon de su
escala'y su rol en el modelo.

De acuerdo con su naturaleza o continuidad es comun clasificar las variables en
continuas o categoricas, las continuas, como su nombre lo indica, son variables nu-
méricas que pueden tomar un numero infinito de valores reales. En contraparte, las
variables categoéricas o discretas toman unicamente valores dentro de un conjunto
finito; estos valores se denominan niveles. Ejemplos de variables continuas son peso,
aceleracion, ventas, altura, densidad poblacional y area. Por otro lado, en variables
categoricas pueden encontrarse: género (conjunto de dos o mas valores), colores, dias
de la semana, meses del afio, idiomas, tipo de estudio, nivel académico y otras, segin
se establece en la definicidn.

Los conteos, variables que toman valores enteros y representan cuantas veces
algun hecho ocurrio, también se consideran variables categéricas debido a su natu-
raleza discreta. Desde el punto de vista estadistico es necesario tener en cuenta este
tipo de variable, ya que algunos analisis estadisticos —en particular, las regresiones
lineales— no son apropiados para las variables de conteo.

De acuerdo con su escala, las variables pueden clasificarse en:

*  Nominales: tienen un numero limitado de valores no ordenables, puesto que el
ordenamiento no tiene ningun significado. La mayoria de variables categéricas
pertenecen a este tipo.

e Ordinales: aquella con un numero limitado de valores que pueden ser ordena-
dos de acuerdo con algun criterio que permite establecer un escalafon entre los
valores. Ejemplo comun de este tipo de variable es aquella que puede tomar
los valores “Muy Alto”, “Alto”, “Bajo” y “Medio”; como se observa, es un
conjunto limitado de valores, pero es posible ordenarlos de forma que “Muy
Alto” tenga una mejor posicioén en un escalaféon que “Bajo”. Debe notarse que
la diferencia entre estos valores no puede ser determinada, ya que no tendria
sentido comparar la diferencia entre “Alto” y “Medio”, con la diferencia entre
“Medio” y “Bajo”. Otro ejemplo de este tipo de variables es la clasificacién de
las quemaduras en “ler Grado”, “2do Grado” y “3er Grado”. En este contexto,
se determina que “3er Grado” es de mayor gravedad que las anteriores, pero una
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vez mas la diferencia no tiene sentido, pues no se puede determinar si la diferen-
cia entre “3er Grado” y “2do Grado” es mayor, menor o igual que la diferencia
entre “2do Grado” y “ler Grado”.

» Intervalos: variables en las cuales las diferencias de valores pueden ser compa-
rados. Este tipo de variable no es comun, siendo el ejemplo estandar las escalas
de temperatura; en este caso, una diferencia entre 28° y 23° (diferencia de 5°) re-
presenta el mismo cambio de temperatura que la diferencia entre 17°y 12°. Sin
embargo, la multiplicacién y la division en este tipo de variables no tiene mucho
sentido, puesto que no es cierto que 20° sea “el doble de caliente” que 10°.

* Ratios o proporciones: variables en las que tanto las diferencia de valores (in-
tervalos) como las proporciones pueden ser comparados. Ejemplos de este
tipo de variable son medidas fisicas como altura, peso u otras como dinero,
ya que tiene sentido decir que alguien con $1.000 tiene 10 veces mas dinero
que alguien con $100, o que alguien que pesa 270 kg pesa tres veces mas que
alguien que pesa 90 kg.

De acuerdo con su ol en el modelo, las variables pueden clasificarse en independientes,
también denominadas explicativas, predictoras o de respuesta. En la variable respues-
ta se busca entender el comportamiento estadistico. Bajo este enfoque, el objetivo del
analisis es explicar como variaciones en las variables independientes se asocian con
variaciones de la variable respuesta.

Una vez se determina el tipo de cada variable es posible iniciar el proceso explora-
torio de datos obteniendo indicadores que o bien describan las variables del conjunto
de datos o bien permitan realizar predicciones o generalizaciones de los valores de
estas variables. Estos indicadores se denominan estadisticas y son el tema de las si-
guientes secciones.

2.2. Fundamentos de estadistica descriptiva 2.0

Estadistica descriptiva hace referencia a estadisticas que describen de forma resumi-
da caracteristicas del conjunto de datos o coleccién de informacion. Su objetivo es
resumir muestras de datos de manera cuantitativa (como las llamadas estadisticas
de resumen) o de forma visual mediante graficas sencillas de entender. Estas sirven
como punto de partida para un analisis estadistico mas exhaustivo.

2.2.1. Medidas de tendencia central

Las primeras estadisticas usualmente encontradas en estadistica descriptiva son
las medidas de tendencia central, las cuales buscan caracterizar de forma cuantitativa
el valor alrededor del cual fluctia una variable de forma que este valor se pueda
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considerar como el centro de los valores de la variable. Las tres principales estadisti-
cas para calcular la tendencia central son la moda, la media y la mediana.

La moda es el valor que mas frecuentemente ocurre en un variable. Esta definida
para variables tanto numéricas (continuas o conteos) como para variables catego-
ricas. La media puede definirse de diferentes maneras, siendo la mas cominmente
usada la media aritmética (y). Esta se define como la suma de todos los valores de una
variable, dividida entre el nimero de valores disponibles. Matematicamente, esto se
expresa como:

n 2.1)

n
7= Zi=1 Yi
A diferencia de la moda, la media esta definida Gnicamente para variables de natu-
raleza numérica. Una caracteristica que merece la pena mencionar es que, lamen-
tablemente, la media aritmética es sensible a valores extremos u outliers, por lo cual
un unico valor en extremo grande o pequefio respecto al resto de valores tendra un
efecto considerable en el calculo.

Para procesos que no presentan una caracteristica aditiva, sino multiplicativa,
existe una medida de tendencia central que se considera mas apropiada que la media
aritmética, al no ser tan sensible a los valores extremos. Esta medida, denominada
media geométrica, se define como sigue:

2.2)

La mediana es una medida de tendencia central que se define como el valor que se
encuentra exactamente en la mitad de la coleccidn después de ordenar ascendentemente
la variable. Esta definicion no presenta ningn problema si el nimero de datos dis-
ponibles es impar, pero debe ser adaptada si el nimero de datos es par. En este caso,
se define la mediana como el promedio de los dos valores que se encuentran en la
mitad. Cabe mencionar que a diferencia de la media, la mediana no es sensible a los
datos extremos.

*  Ejemplo 4: se desea calcular la moda, la media y 1a mediana de los siguientes va-
lores: 10, 12, 9,9, 14, 13, 8, 10, 12, 12, 13, 10, 9, 14, 10.

La moda del anterior conjunto de valores es 10, pues es el valor que mas veces apa-
rece: 4.
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La media aritmética se calcula utilizando la definicién:
104+124+94+94+14+4+134+8+10+4+124+12+134+104+94+14+10 _
15 (2.3)

_‘)7:

Para calcular la mediana es necesario ordenar ascendentemente la variable. El resul-
tado de este proceso es: 8, 9, 9, 9, 10, 10, 10, 10, 12, 12, 12, 13, 13, 14, 14. El valor
que se encuentra en la mitad de esta secuencia (en la posicion 8) es 10, valor corres-
pondiente a la mediana de los valores.

En este ejemplo cabe mencionar que: el que la moda y la mediana tengan el mis-
mo valor debe considerarse mas como un hecho fortuito que como una regla general.
Sin embargo, al ser las tres estadisticas mediciones de tendencia central, se espera que
sus valores sean muy parecidos teniendo en cuenta las escalas propias del conjunto
de datos.

2.2.2. Medidas de dispersion

En muchas aplicaciones estadisticas no basta con determinar la tendencia central de
un conjunto de datos, pues puede suceder que dos variables diferentes tengan la mis-
ma medida de tendencia central, pero sus datos presenten diferente dispersién o varia-
bilidad. Tener en cuenta la variabilidad de los datos y no solo la medida de tendencia
central es importante en estadistica porque entre menor sea la variabilidad de los da-
tos, menor va a ser la incertidumbre en los valores estimados a partir de los mismos.

En ocasiones es importante determinar qué tan estrechos o ampliamente espacia-
dos estan los valores de una variable, de forma que la dispersion de los datos dé una
idea de donde se encuentran los altos y bajos de los datos, o si por ejemplo los valores
se hallan cerca o lejos de la medida de tendencia central. Para este fin se utilizan las
estadisticas de resumen denominadas cuartiles.

Los cuartiles dividen los datos en cuatro grupos, cada uno de ellos con el mismo
numero de valores. El primer cuartil, denominado Q1, hace referencia a aquel valor
por debajo del cual se encuentran 25 % de los valores de la variable. De forma ana-
loga, el tercer cuartil, denominado Q3, especifica aquel valor por encima del cual se
encuentran 25% de los valores, o dicho de otra forma, el valor por debajo del cual
se encuentran 75 % de los valores. Siguiendo este mismo concepto, el cuartil Q2 co-
rresponde a la mediana de la variable, de acuerdo con la definicién de esta medida
de tendencia central. La diferencia entre Q1 y Q3 se conoce como rango intercuartil
o InterQuartile Range (IQR) y también suele reportarse como una estadistica de resu-
men de una variable.

El concepto de cuartil se puede generalizar en estadisticas denominadas cuantiles,
numeros que dividen la variable en particiones del mismo tamafio. Algunos cuantiles
comunmente utilizados son los deciles (10 partes) y los percentiles (100 partes), los

EC 140



Introduccion a la ciencia de datos en R. Un enfoque préactico

cuales son utilizados para describir el escalafon de un valor como, por ejemplo, cuan-
do se dice que el puntaje de un estudiante en una prueba estandarizada se encuenta
en el “percentil 99”. Lo que quiere decir que el estudiante obtuvo un resultado igual
o mejor al 99% de los otros individuos que tomaron la prueba.

Otra importante medida de variabilidad de los datos es el rango, el cual se define
como la diferencia entre el mayor y el menor valor de una variable. Si una variable y
cuenta con 7 valores y se asume que los valores de la variable estdn ordenados ascenden-
temente, el rango se puede expresar matematicamente como

R=yn—n (24)

Los principales problemas con la métrica rango como una medida de variabilidad tie-
nen que ver con que es altamente dependiente de los valores extremos involucrados
en su definicién, asi como el hecho de que solo dependa de los valores maximo y
minimo. Se desea entonces una métrica que involucre todos los valores de la variable.

Se define la varianza muestral de una variable y con 7 valores, representada conven-
cionalmente como s? de la siguiente forma:

o 21w —9)?

n—1 (2.5)

El término del numerador en la anterior definicion se conoce como suma de cuadrados
y es una medida que tiene en cuenta las desviaciones o residuales de los valores de la
variable respecto a la media. Estos valores son elevados al cuadrado para solucionar
problemas relacionados con el signo, si bien se puede establecer otra funcién mate-
matica como el valor absoluto para este fin. Dado que la suma de cuadrados es una
medida creciente dependiente del tamafio de la muestra, se desea independizar de al-
guna forma de este tamafio, razon por la cual se divide esta cantidad entre el tamafio
de la muestra #» menos uno (1).

La razon por la cual se divide entre n — 1 y no entre el tamafio de la muestra #
tiene que ver con el concepto de grados de libertad. Se definen los grados de libertad
como el tamano de la muestra # menos el nimero de parametros p estimados a par-
tir de los datos. Dado que la media y es estimada a partir de los datos y es el unico
parametro estimado involucrado en la definiciéon de la varianza (p = 1), los grados de
libertad sonn —p=n— 1.

Estrechamente relacionado con la varianza esta el concepto de desviacion estandar
de la muestra representada por el simbolo s. Esta se define como la raiz cuadrada de la
varianza como parametro en muchas funciones estadisticas.
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* Ejemplo 5: se desea calcular el rango, la varianza muestral y la desviacion estan-
dar de los siguientes valores: 10, 12,9, 9, 14, 13, 8, 10, 12, 12, 13, 10, 9, 14, 10.

Se reconoce en esta variable el mismo conjunto utilizado en el ejemplo anterior. Al
ordenar la variable se obtiene el conjunto: 8,9, 9, 9, 10, 10, 10, 10, 12, 12, 12, 13, 13,
14, 14. Dado que n = 15, y , = 14 y y, = 8, el rango de la variable es

R=yi5—y1=14-8=6 (2.6)

La varianza muestral se calcula utilizando la definicién y teniendo en cuenta que la
media aritmética tiene un valor de 11:

o (101124 (12—-11)2 4 ...+ (14— 11)2+ (10— 11)>
s2 — T = 3,857 2.7

Finalmente, la desviacion estandar se calcula como la raiz cuadrada de la varianza
5= 4/3,857 = 1,963 (2.8)

2.2.3. Correlaciones

Las correlaciones son indicadores de qué tanto dos variables se relacionan entre si,
de forma que si se conoce el valor de una variable se pueda conocer “algo” acerca del
valor o comportamiento de la otra.

El rango o codominio de la funcién de correlacién es el intervalo real [—1; 1],
cuya interpretacion es como sigue: una correlacion de —1 entre 2 variables indica que
las variables tienen una correlacion negativa perfecta, 1o cual quiere decir que un valor
alto en una variable esta asociado con un valor bajo en la otra variable y viceversa.
Por otro lado, una correlacion de 1 indica que las variables estan perfectamente correla-
cionadas o tienen una correlacion positiva perfecta; esto quiere decir que valores altos
en una variable estan asociados con valores altos en la otra. Cabe mencionar que una
variable se correlaciona perfectamente con ella misma, es decir, la correlacion entre
una variable y ella misma siempre sera igual a 1. Una correlacion de 0 indica que
las variables estan no correlacionadas, 1o que indica que sus valores no estan asociados
entre si.

En la practica estos valores extremos son poco frecuentes, y para interpretar co-
rrelaciones debe tenerse en cuenta qué tan cercano es el valor calculado respecto a 1,
—100. A manera de ejemplo, una correlacion de 0,92 entre dos variables sugiere que
un incremento de cierta cantidad en una de las variables se vera reflejado en un incre-
mento de similar cantidad en la segunda variable. De forma analoga, una correlacién
de —0,19 sugiere que de un incremento de cierta cantidad en una de las variables se
esperara un decremento en la otra variable pero en una menor cantidad. Finalmente,
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una correlacion 0,00002 sugiere que las variables no estan correlacionadas de forma
alguna, esto es, no se esperarian cambios en una de ellas como consecuencia de mo-
vimientos en la otra.

Las medidas de correlacion mas comunmente usadas son el coeficiente de
correlacion de Pearson, el coeficiente de correlacion de Spearman y el coeficiente
de Kendall.

El coeficiente de correlacion de Pearson es una medida independiente de la escala
utilizado para medir relaciones lineales. Se define como sigue:

i > (i —7)(yi — Y)
V(i —T)2 ) (yi — 7)? (2.9)

El coeficiente de correlaciéon de Spearman (p) es una medida independiente de la

escala y no paramétrica, esto es, no dependiente del supuesto de distribucién normal
de los datos. Es utilizado como indicador de la asociacion tanto en relaciones lineales
como no lineales. Se define reemplazando las observaciones por su rango y compu-
tando la correlacion. En este contexto, el rango de una observacion es el lugar ordinal
que le corresponde a una observacion en un escalafon o ranking como, por ejemplo,
“primero”, “segundo”, etc.

Un tercer método de correlacion es el denominado coeficiente de Kendall o z, ba-
sado en contar el numero de pares concordantes y discordantes en las observaciones.
Un par de puntos (x,, y,) y (x,, ¥,) son concordantes si la diferencia x, — x, tiene el
mismo signo que la diferencia y, — y,. En caso contrario se dice que son discordan-
tes. Para el caso particular de x, = x, y y, = »,, €l par no se considera ni concordante
ni discordante.

El coeficiente de Kendall 7 se define como sigue:

_ #fconcordantes — #discordantes
e n(n—1)
2

(2.10)

Al trabajar con el coeficiente de Kendall (7) debe tenerse en cuenta que es un método
computacionalmente intensivo, por lo cual es en la practica utilizable con un conjun-
to de observaciones pequefio. También debe tenerse en cuenta que si existen pares
que no son concordantes ni discordantes, debe adaptarse la ecuacion anterior para
que los valores sigan estando en el intervalo [—1; 1]. Los detalles de esta adaptacion
estan fuera de los alcances de este libro, pero pueden encontrarse en las referencias
al final del capitulo.
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Otra medida de asociacion es la covarianza. Sin embargo, esta es una medida de-
pendiente de la escala (el valor depende de las unidades de la variable), razon por
la cual su interpretacién no es tan directa. Se puede afirmar, sin embargo, que entre
mayor sea la covarianza entre dos variables existe mayor asociacion. En este caso, los
valores positivos indican asociacion positiva, mientras los valores negativos indican
asociacion negativa.

Una nota final en cuanto a los conceptos relacionados con correlaciones tiene que
ver con que correlacion no implica necesariamente causa en el sentido de que la medida
unicamente indica qué estd ocurriendo con las variables, mas no por qué esto ocurre.
Cabe mencionar que esto no significa que en ciertos fenémenos la medida de corre-
lacién efectivamente implique que el comportamiento de una variable es debido a la
otra como consecuencia directa.

2.3. Fundamentos de estadistica inferencial

Estadistica inferencial hace referencia a diversos analisis que buscan obtener infor-
macion de una poblacion a partir de muestras de datos que si el experimento esta di-
seflado correctamente representan esta poblacion. El objetivo entonces es obtener
conclusiones de la poblacién general basandose en las muestras, para lo cual, a dife-
rencia de la estadistica descriptiva se requieren conceptos de teoria de probabilidades
y teoria estadistica.

Un aspecto importante a tener en cuenta en los analisis en estadistica inferen-
cial tiene que ver con si la muestra es realmente representativa de la poblacion o no,
asi como también es critico para los analisis determinar si la muestra es aleatoria, es
decir, que evita sesgo hacia algun tipo de situacion o estado particular. Se considera
que un valor esta correctamente seleccionado de forma aleatoria si tiene exactamen-
te la misma probabilidad de ser elegido que cualquier otro valor en el conjunto de
posibles valores.

Considérese, a manera de ejemplo, del tipo de aplicaciones que se resuelven uti-
lizando técnicas de estadistica inferencial el problema de determinar la intencion de
voto de los electores en un proceso electoral. Dado que no es posible por razones
practicas (generalmente de indole economica) entrevistar a la totalidad del electora-
do (la poblacién) o realizar la totalidad de las encuestas, es necesario utilizar técnicas
de estadistica inferencial para estimar el comportamiento del total de la poblacion a
partir de una muestra, esto es, un subconjunto del total del electorado, posiblemente
una cantidad que desde el punto de vista practico sea posible entrevistar o encuestar.

La nocién basica en estadistica inferencial es la nocién de muestra aleatoria.
Cuando se habla de si la muestra es representativa y aleatoria, en el caso del ejemplo
para determinar la intencién de voto, se hace referencia a que la muestra seleccionada
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del total del electorado deberia involucrar al menos personas de distintas regiones del
pais, de todos los géneros, de diferentes condiciones socioeconémicas y de varias
edades, pues puede suceder que un candidato tenga preferencia en un sector demo-
grafico particular. Si solo se entrevistaran o encuestaran las personas cuya condicion
demografica favorece a un candidato particular, es claro que la estimaciéon no va
a ser fiable, pues estard sesgada hacia el candidato favorecido por esta condicion.
Se enfatiza nuevamente que en una muestra aleatoria los valores deben ser elegidos
con exactamente la misma probabilidad.

Otro concepto de especial relevancia en estadistica en general, y en estadistica
inferencial en particular, es significancia estadistica que determina si las variaciones de
algo son resultado Unicamente del azar o si esta realmente sucediendo algin feno-
meno o alguna relacién que no pueda ser explicada unicamente por el azar. En oca-
siones se puede concluir que la variacioén no es estadisticamente significativa, lo cual
no debe interpretarse como algo que no es relevante o que no es un buen resultado,
ya que puede ser igualmente importante saber que no existe relacion alguna o que el
fenomeno es resultado unicamente del azar.

Ahora bien, surge la pregunta: ;qué es un resultado significativo? En estadistica es
aquel que es poco probable que haya ocurrido inicamente por azar.

Sin embargo, esta afirmacion lleva inmediatamente a otra pregunta mas perspi-
caz: jqué significa que algo sea poco probable?, para resolver esta pregunta los esta-
disticos han acordado una convencion en la que se establece que un evento es poco
probable si ocurre menos del 5% de las veces. Esta es una de las razones por la cual
se encuentra con tanta frecuencia los nameros “0,95” o “0,05” en analisis de estadis-
tica inferencial.

2.3.1. Errores estandar

Considérese el problema de determinar una medida de fiabilidad (o falta de la mis-
ma) de las estimaciones que se realizan de la poblacidn, a partir de las diferentes
muestras de datos que se obtienen de la misma. Las medidas de falta de fiabilidad
se denominan errores estandar, siendo el error estandar de la media una medida comun

SEMy — /2 = 5
Ve vn 2.11)

Debe notarse que en la ecuacion 2.11 se utiliza la varianza muestral —o experimen-

definida como sigue:

tal— s?, definida anteriormente. En el caso de utilizar la varianza tedrica de la distri-
bucioén, la anterior ecuacion adquiere la forma:

g
SEM = vn (2.12)
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Como puede observarse en las anteriores ecuaciones, el error estandar es proporcio-
nal a la varianza e inversamente proporcional al tamafio de la muestra. Esto quiere
decir, intuitivamente, que entre mayor sea el tamafio de la muestra o entre menor sea
la varianza de la muestra, el error estandar serd menor, lo cual implica una mayor
fiabilidad en la estimacién. La raiz cuadrada presente en la ecuacion se introduce con
el objetivo de unificar dimensionalmente las unidades.

El error estandar de la media también puede interpretarse como una medida que
describe la variacién del promedio de una muestra de 7 valores aleatorios con media
y varianza ¢?. Si se repite el experimento en varias ocasiones y se calcula el promedio
para cada experimento, se esperaria que la distribucion de este promedio sea mas estre-
cha —menos dispersa— que la distribucion original.

La referencia a si una estadistica es “muestral/experimental” o “tedrica” es una
de las claves de la estadistica inferencial y merece un breve comentario. Debe recor-
darse que la idea general en estadistica inferencial es inferir el comportamiento de la
poblacion a partir de muestras obtenidas utilizando experimentos bien disefiados, es
decir, aleatorios y con adecuados niveles de replicacion, entre otras caracteristicas.

Se asume que la variable a nivel poblacional est4 distribuida de acuerdo con una
de las distintas distribuciones tedricas de probabilidad como, por ejemplo, normal,
uniforme, a, f, Raleigh, ¢, Weibull, etc. De ahi que se utilicen estimaciones de las
estadisticas teoricas que no son conocidas a partir de las estadisticas que si se pueden
calcular en la muestra de datos, que no son otra cosa que las estadisticas muestrales
o experimentales. Es importante no olvidar este punto, pues al utilizar las funciones
para célculos estadisticos en los paquetes de software especializados debe tenerse
claro conocimiento si la funcién requiere una estadistica de la distribucion tedrica o
una estadistica experimental obtenida de la muestra.

Finalmente, cabe mencionar que el error estandar de la media resulta una medida
utilizada en las pruebas de hipodtesis, tema de la siguiente seccion.

2.3.2. Pruebas de hipotesis

Se define una hipotesis como una sentencia declarativa o aserciéon con la capacidad
de ser falsable (refutable). En el pensamiento cientifico, las hipotesis se formulan
con el objetivo de establecer una teoria, idea o prediccion, que sin embargo, debe ser
comprobada experimentalmente. Esta comprobacién se hace mediante pruebas que
demuestren de forma inequivoca que la hipotesis es verdadera o falsa a la luz de la
evidencia que la respalda o refuta.

Desde el punto de vista estadistico, se cuenta con hipodtesis que se aspiran a acep-
tar o rechazar, esto es, establecer como probablemente verdaderas o falsas a la luz de
los datos. Una de las opciones a validar es la denominada #kipdtesis nula, que es una
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hipotesis falsable y establece que no esta pasando nada —estadisticamente hablan-
do— como, por ejemplo, afirmar que no existe relacion alguna entre dos variables.
Esta hipotesis se rechaza, es decir, se determina como falsa, una vez que los datos
muestren que la hipotesis es poco probable, entendiendo por poco probable la defini-
cion dada anteriormente.

Afirmar que una hipdtesis no es rechazada y asumirla como verdadera no se
consideran lo mismo desde el punto de vista estadistico, ya que existen otros factores
en juego como el tamafio de la muestra o el error en los valores que pueden llevar a
que no se rechace la hipotesis. Debido a esto, es relevante para el analista de datos un
buen disefio experimental con adecuados niveles de replicacion para incrementar la
confiabilidad de los parametros estimados y aleatoriedad para reducir el sesgo.

En el proceso de interpretar los resultados de un analisis estadistico pueden su-
ceder dos tipos de errores: rechazar la hipotesis nula cuando esta es verdadera o
aceptar la hipotesis nula cuando esta es falsa. El primero se conoce como error Tipo
I, mientras el segundo se denomina error Tipo II. Se define f como la probabilidad
de aceptar la hipotesis nula cuando esta es falsa. Idealmente se desea que f tenga un
valor tan pequefio como sea posible, pero sucede que entre mas pequefia es la proba-
bilidad de incurrir en un error Tipo II, mas alta es la probabilidad de incurrir en un
error Tipo I, luego es necesario un balance.

Las pruebas de hipotesis se basan en las estadisticas de prueba en las cuales se calcu-
la un valor p, que es un estimado de la probabilidad de que un valor mas extremo que
este haya ocurrido por azar cuando la hipotesis nula es verdadera. Valores grandes
de p indican que es poco probable que la hipdtesis nula sea verdadera, luego esta se
rechaza y se acepta la hipotesis alternativa.

Como cualquier aspecto tedrico de la matematica, la mayoria de pruebas esta-
disticas estan basadas en supuestos que deben cumplirse si es que las predicciones
obtenidas a partir de la teoria se consideran correctas. Por ejemplo, algunas pruebas
estandar asumen que los datos son obtenidos a partir de una distribuciéon normal,
lo cual se determina en la practica como bastante realista en virtud del denominado
“Teorema del Limite Central”. En otras pruebas estandar para comparacién de me-
dias, como la prueba ¢ de Student, se asume la constancia de varianza. Es decir que si
las varianzas son diferentes no se deberian hacer inferencias mediante comparaciéon
de medias, pues se corre el riesgo de llegar a conclusiones erroneas. Por ello es funda-
mental revisar en detalle cudles son los supuestos aplicables a cada prueba estandar
antes de utilizarla en algin modelo estadistico.

A continuacion se explican los conceptos mas importantes detras de las principa-
les pruebas de hipotesis.
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2.3.2.1. Prueba Shapiro-Wilk

Prueba de hipotesis que ayuda a determinar si una muestra es consistente con haber
sido generada a partir de una distribucién normal. La hipétesis nula de la prueba es
que los datos obedecen a una distribucidén normal y la hipotesis alternativa es que no.

2.3.2.2. Pruebas Kolmogorov-Smirnov

Esta prueba de una muestra ayuda a determinar si esta es consistente con haber sido
generada a partir de una distribucion de probabilidad tedrica particular. La hipotesis
nula establece que la muestra es generada a partir de la distribucion, mientras la hi-
potesis alternativa afirma que no. En este sentido, la prueba Shapiro-Wilk se puede
considerar como un caso particular de la prueba Kolmogorov-Smirnov aplicada a la
distribucion normal.

Por su parte, la prueba Kolmogorov-Smirnov de dos muestras ayuda a determinar
si estas fueron generadas a partir de la misma distribucion. La hipotesis nula afirma
este hecho, mientras que la hipotesis alternativa la niega.

Cabe resaltar que la prueba Kolmogorov-Smirnov aplica Gnicamente sobre
datos continuos, pero no si algunos de los valores de la muestra estan repetidos. Esto
implica que, por ejemplo, la prueba Kolmogorov-Smirnov no puede ser utilizada
en variables que representan conteos u ocurrencias, en cuyo caso deben aplicarse
otras pruebas o recurrir a la visualizacién para hacerse una idea de la distribucion de
los datos.

2.3.2.3. Prueba t de una muestra

En esta prueba se tiene un conjunto de datos x, x,..., x, los cuales se asumen como
realizaciones independientes de una variable aleatoria con una distribuciéon normal
con media p y varianza o2, lo cual se denota como N(i, ¢?). En esta prueba se desea
validar la hipdtesis nula que establece que p = p, esto es determinar si la media de la
distribucion es un valor constante estipulado previamente.

Vale explicar a continuacién algo del procedimiento computacional involucrado
en la prueba ¢. Para ello se realizan los siguientes pasos:

1. Se estiman los parametros tedricos p y ¢ a partir de los valores empiricos X y s,
respectivamente.

2. Se define una estadistica ¢ = );;—%

3. Se determina si este valor ¢ se encuentra dentro de una regién de aceptacion por
fuera de la cual el valor ¢ tendria una probabilidad de ocurrencia igual a un nivel
de significancia especificado. En caso de una distribucion normal existe 95 % de
probabilidad de que los datos estén en la region comprendida entre pu £ 20, y po-
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siblemente sea la razon detras de la cual el nivel de significancia frecuentemente
se escoge como 5 %.

Si el valor ¢ se encuentra por fuera de la regién de aceptacion, la hipdtesis nula se
rechaza. De forma equivalente se puede calcular la probabilidad de obtener un valor
mayor que el valor observado ¢y rechazar la hipdtesis si ese valor calculado es menor que
el nivel de significancia deseado. Como se menciond anteriormente, esta probabilidad
se denomina p y es el valor frecuentemente reportado en los paquetes estadisticos en
las funciones que realizan las pruebas de hipoétesis.

2.3.2.4. Prueba t de dos muestras

La prueba ¢ de dos muestras se utiliza para probar que dos muestras provienen de
distribuciones con la misma media. Sin entrar en detalles, la teoria detras de esta
prueba es la siguiente:

1. Se asume que ambas muestras son tomadas de distribuciones normales
2 2
N(Ml’ O-l )yN(lJ'Z? 62 )
2. Secalcula la estadistica , = 22~ X' en donde sgpps = [SEM? + SEM?
SEDM

En este calculo se asume que ambos grupos tienen la misma varianza.

También es posible definir un procedimiento sin tener en cuenta el supuesto de va-
rianzas iguales. La diferencia entre ambos métodos es que en el método que tiene en
cuenta las varianzas, la estadistica ¢ sigue una distribucion # con un numero de grados
de libertad entero.

En contraparte, el método que no asume varianzas iguales a ¢ no sigue una
distribucion ¢, pero esta distribucion puede ser aproximada con una distribuciodn ¢
con la diferencia de que los grados de libertad, en general, no son un nimero entero.
En la practica, ambos procedimientos ofrecen un resultado similar, a no ser que tanto
las desviaciones estandar como el tamafo de las muestras difieran significativamente.

2.3.2.5. Prueba F de comparacion de varianzas

En ocasiones se puede estar interesado en probar el supuesto de igualdad de varian-
zas en lugar de darlo por hecho. Para ello se utiliza la prueba F, cuya hipodtesis nula
establece que la proporcion de ambas varianzas es igual a 1, mientras la hipotesis al-
ternativa establece que no lo son. Esta prueba asume que los datos fueron generados
a partir de la distribucién normal y que ambas muestras son independientes.
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2.3.2.6. Prueba Wilcoxon de una muestra

En ocasiones es necesario no suponer que los datos provienen de una distribucioén
normal. Para este fin, los métodos estadisticos no paramétricos resultan mas conve-
nientes en la mayoria de veces. La idea detras de la prueba Wilcoxon de una muestra,
es asumir que la distribucion es simétrica respecto a la media teorica p, y realizar una
suma de las diferencias entre el valor y la media p,, ignorando el signo. La estadisti-
ca de prueba corresponde a seleccionar un nimero entre 1 y el valor 7 (tamafo de
la muestra) con una probabilidad de 0,5 y calcular la suma. De esta forma, se
puede constatar que la distribucidon de la estadistica de prueba puede ser calculada
de forma exacta.

2.3.2.7. Prueba t de muestras dependientes

Las pruebas dependientes o apareadas son necesarias cuando las muestras #no son
independientes, 1o cual puede suceder como consecuencia de experimentos con medi-
ciones repetidas sobre los mismos sujetos experimentales o en muestras con pares de
valores con similares unidades estadisticas.

2.3.2.8. Prueba de hipétesis de correlaciones

Esta prueba determina si la correlacion es estadisticamente significativa. La hipotesis
nula de la prueba es “no hay correlacion entre las variables” (o de forma equivalente,
que la correlacion entre ambas variables es 0). La hipotesis alternativa afirmaria en-
tonces que existe algun tipo de correlacion entre las variables.

2.3.3. Modelos de regresion lineales

Los analisis de regresion son técnicas de modelado estadistico que ayudan a enten-
der cédmo una variable dependiente se comporta en funcién de otra(s) variable(s)
independiente(s) o predictora(s). La aplicacion mas comun de los modelos de re-
gresion es la realizacidn de predicciones o prondsticos basados en los datos con los que
cuenta el analista.

Los modelos de regresion lineales son la forma mas basica de los modelos de
regresion. En un modelo de este tipo se plantea la posibilidad que la variable depen-
diente tenga un comportamiento lineal en funcién de las variables independientes. Si
Y es la variable dependiente y X, representa cada una de las variables independientes,
el modelo lineal general se plantea mediante la ecuacidn de regresion:
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En su versién mas sencilla, con una unica variable independiente, el modelo lineal
esta dado por la expresion:

Y=00+/X+e
(2.14)

expresion que también se encuentra de forma alternativa en la literatura como

Yi=o+pXite (2.15)

Cada ¢, se asume independiente y distribuido normalmente N(0, ¢°). La parte no
aleatoria de la expresion describe la ecuacion de una linea recta con «a siendo el punto
de interceptacion del eje “y” y ff representando la pendiente de la linea o coeficiente de
regresion. Todos estos parametros pueden ser calculados mediante el método de mini-
mos cuadrados. Cabe mencionar que utilizando este método, se obtienen expresiones
cerradas de estos valores, no estimaciones de estos mismos.

El objetivo de un modelo de regresion lineal es estimar cada uno de los coeficien-
tes fi; sin embargo, estos coeficientes son solo parte de la informacion que ofrece
el modelo de regresion. Otra informacién relevante del modelo de regresion son el
valor p, el valor R?y el valor R? ajustado.

El valor p es un indicador de significancia estadistica. En este caso, debe notarse
que tanto los coeficientes individuales estimados como el modelo en general tienen
valores p asociados. Es recomendable contar con coeficientes y modelos estadistica-
mente significativos, pues este indicador descarta que los resultados hayan ocurrido
unicamente como resultado aleatorio. El valor de p suele calcularse utilizando prue-
bas r en cada uno de los valores.

El valor R? mide qué tan bien el modelo lineal se adapta a los datos y, por con-
siguiente, qué tanta capacidad predictiva tiene el modelo. En un modelo de regre-
sion lineal simple es igual al coeficiente de correlacion de Pearson, esto es R? = 7.
Se define como el porcentaje de la varianza en la variable dependiente que puede
ser explicado por el modelo de regresion. Al tratarse de un porcentaje, su valor se
encuentra entre 0 y 1,0, siendo deseable valores cercanos a 1,0. Indicadores R? con
valores bajos, sefialan que el modelo lineal utilizado no es bueno para predecir el
comportamiento de la variable, lo cual puede suceder por la presencia de otras varia-
bles que pueden afectar la variable dependiente y que no fueron tenidas en cuenta en
el modelo. En estos casos, debe utilizarse un modelo de regresidon con mas variables
independientes que aporten informacion relevante. Un modelo mas complejo, como
una regresion no lineal, o quizas otras técnicas de analisis de datos como aquellas
basadas en aprendizaje de maquina.

El ultimo valor R? ajustado, si se multiplica por 100% puede interpretarse como
el porcentaje de reduccion en la varianza y como tal puede ser un valor negativo.
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Otros valores que pueden encontrarse en los modelos de regresion hacen referencia
a la distribucion de los residuales, es decir, la diferencia entre los valores reales y los
valores estimados por el modelo.

2.4. Fundamentos de series de tiempo

En ocasiones es necesario realizar la medicion de una variable secuencialmente a tra-
vés del tiempo como, por ejemplo, la tasa de cambio de una moneda, las temperaturas
dia a dia de un lugar o ciudad, estadisticas demograficas o0 macroecondémicas anuales,
ventas por dia o el precio de un producto o servicio semana a semana. Cuando una
variable es medida secuencialmente a través del tiempo en intervalos regulares, llama-
do intervalo de muestreo, 1os datos resultantes forman una serie de tiempo. Desde el punto
de vista estadistico, las series de tiempo también se conocen como procesos estocdsticos de
tiempo discreto, si bien el primer nombre es mas corto, suele ser el preferido.

La diferencia principal de las series de tiempo con otros modelos estadisticos es
que las observaciones que estan cerca la una de la otra a nivel temporal suelen estar
altamente correlacionadas (también se utiliza el término serialmente dependientes). Gran
parte de la metodologia de los analisis de series de tiempo esta basada en explicar esta
correlacion, utilizando métodos y modelos descriptivos y estadisticos. La figura 2.1.
ilustra una serie de tiempo tipica, correspondiente al numero de pasajeros mensuales
de una aerolinea en el periodo 1949-1960. Este ejemplo viene incluido en la instala-
cion basica de la plataforma R.

Figura 2.1. Ejemplo de serie de tiempo

AirPassengers
300 500 600
! L L

200
L

T
1950 1952 1954 1956 1958 1960

Time
Fuente: Elaboracion propia

Los estudios de series de tiempos deben responder dos preguntas relacionadas con:
1) describir la variable o 2) predecir o pronosticar los valores futuros de la variable.
Pronosticar los futuros valores de una serie de tiempo tiene importantes aplicaciones
practicas, como:
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e Prediccion de mercados financieros o tendencias del valor de monedas, acciones
u otros instrumentos financieros.

e Predecir demandas futuras de transporte aéreo o terrestre.
*  Estudios de clima y de terremotos.
*  Predecir la demanda de un producto y ventas futuras.

*  Entender tendencias en el comportamiento de la poblacion.

2.4.1. Suavizado y descomposicion de series de tiempo

El primer paso para describir la serie de tiempo generalmente es recurrir a graficarla.
Cuando se grafica una serie de tiempo es comun encontrar varios patrones, como la
tendencia (la variable crece, decrece o se mantiene), la estacionalidad, esto es, determi-
nar si parece haber algiin comportamiento periddico y determinar si el componente
de error o fluctuaciones es significativo. En ocasiones las fluctuaciones son en extremo
significativas e impiden determinar los patrones de tendencia o estacionalidad, por
lo cual suele realizarse un proceso de “suavizado” de la serie de tiempo, es decir, un
procesamiento de los datos para mitigar un poco el efecto de las fluctuaciones.

Uno de los métodos mas comunes para realizar este “suavizado” es la técnica de-
nominada promedio movil. Esta consiste en reemplazar cada una de las observaciones
por la media aritmética de esa observacién y un nimero g de observaciones antes y
después de la observacidn a reemplazar. Esto se expresa como:

Y+ Y44 Yy,
N 2q+1

St (2.16)
El valor k = 2¢ + 1 es escogido para ser un valor impar. Debe notarse de esta formula-
cion que la serie de tiempo suavizada “pierde” las primeras y ultimas g observaciones.

La figura 2.2 muestra una serie de tiempo denominada sunspots que hace parte
de las series de tiempo de ejemplo de la plataforma R que ha sido suavizada utilizando
la técnica de promedio movil con un valor k£ = 7. Debe notarse como la influencia de las
fluctuaciones disminuye después del procesamiento.
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Figura 2.2. Ejemplo de serie de tiempo duavizada. Técnica promedio mévil

Serie de Tiempo Original Serie de Tiempo Suavizada (k=7)

sunspots
ma(sunspots, 7)

T T T T T T T T T T
1750 1800 1850 1900 1950 1750 1800 1350 1900 1950

Tiempo Tiempo

Fuente: Elaboracion propia

A medida que el valor de k£ aumenta, el efecto de las fluctuaciones disminuye. Surge
entonces la pregunta ;jcual debe ser el valor de & a utilizar en el proceso? En general
no es posible determinar a priori cual debe ser este valor, y por ello es recomendable
graficar las series de tiempo procesadas para varios valores de %, siempre buscando
que en el proceso de suavizado no se pierdan los principales patrones encontrados en la
serie de tiempo. Cabe mencionar sin embargo que valores de £ =5 o £ = 7 suelen ser
valores convenientes para muchas series de tiempo encontradas en las aplicaciones.

Las series de tiempo que tienen estacionalidad pueden descomponerse en tres dife-
rentes componentes: uno de tendencia, que captura los cambios de nivel en el tiempo;
uno estacional, que captura los efectos ciclicos o periddicos debido al componente
temporal y uno irregular o error, que captura aquellas influencias no explicadas por los
otros dos componentes. Esta descomposicion puede ser aditiva o multiplicativa.

El modelo aditivo establece que cada observacién en un tiempo ¢ es el resulta-
do de sumar un valor debido al componente tendencia, un valor debido al compo-
nente de estacionalidad y un valor debido al componente de error o irregularidad.
Matematicamente esto se expresa como:

Y, =T, + S + I, @.17)

De forma similar el modelo multiplicativo define que cada observacion es el resulta-
do de multiplicar los valores debido a los tres componentes.

}/t:Tt*St*It (218)

Algunas funciones para realizar la descomposicion en estos tres factores encontrados
en paquetes estadisticos como R solo estan en capacidad de manejar modelos de tipo
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aditivo, lo cual no quiere decir que no se puedan trabajar modelos multiplicativos.
Para ello debe notarse que utilizando una transformacién logaritmica es posible con-
vertir un modelo multiplicativo en uno aditivo:

Y, =Ty % Sy * 1,
Después de tener el modelo aditivo ajustado, los resultados pueden volverse a la es-
cala original utilizando la funcién de exponenciacion.

La figura 2.3 ilustra un ejemplo de la descomposicién de una serie de tiempo en
un distintos componentes. La serie descompuesta corresponde a la originalmente
mostrada en la figura 2.1 encontrada en los ejemplos de la plataforma R.

Figura 2.3. Ejemplo de descomposicion de una serie de tiempo.
a) Serie original. b) Estacionalidad. c) Tendencia. d) Irregularidades

50 55 60 65

02 01 00 01 02

48 52 58 60

000 005

| ||| .||‘| "uJ. \..lhu T Ly || m |A“Il‘.[.h||.
"!|'|"”< LA AL &\

1950 1952 1954 1956 1958 1960

010

Fuente: Elaboracion propia

2.4.2. Prondsticos y series de tiempo

En la seccién anterior se trabajo la problematica de describir una serie de tiempo,
utilizando para ello un modelo de descomposicién aditivo o multiplicativo. Sin em-
bargo, atin no se ha abordado el problema de predecir los valores futuros de la serie,
es decir, pronosticar. Este importante aspecto es el tema de esta seccion, en la que se
introducira lo relativo a modelos exponenciales, uno de los enfoques mas comunes para
el pronostico de valores futuros de una variable.

2.4.2.1. Modelos exponenciales

Los modelos exponenciales son mas sencillos que otros tipos de modelos de prondsti-
co, pero aun asi encuentran aplicaciones en predicciones de corto plazo. Dependiendo
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de si la serie tiene o no componentes de tendencia o estacionalidad, se utiliza un
modelo exponencial particular, siendo los mas comunes los siguientes.

*  Un modelo exponencial simple se utiliza en aquellas series de tiempo que unica-
mente cuenta con un componente de error (irregular) alrededor de un nivel
constante, esto quiere decir que la serie no tiene un componente de tendencia ni
un componente de estacionalidad.

*  Un modelo exponencial suavizado de Holt o “doble modelo exponencial” es uti-
lizado en aquellas series de tiempo que cuentan con un componente de error
alrededor de un nivel, asi como un componente de tendencia.

*  Un modelo Holt-Winters permite realizar pronodsticos en series con componentes
de tendencia, estacionalidad e irregularidades alrededor de un nivel o valor.

Un modelo exponencial simple asume que cada observacion de la serie de tiempo puede
ser descrita como una constante / y un componente de error, de forma que ¥, =/ +1.
La prediccion del valor Y +1 se realiza como un promedio ponderado del valor actual
y de los ultimos valores de la serie segun el siguiente modelo:

Yit1 =cYi+c1Yi1+c2Yi o+ c3Yi3+- (2.20)
donde ¢; = a(1 — a)i y 0 < a < 1. También se cumple la condicién ) ¢ =1

El valor a es un parametro que controla qué tan rapido decaen los pesos de cada una
de las observaciones pasadas. Un valor cercano a 1 pondera con mayor peso las ob-
servaciones recientes a la pronosticada, mientras un valor cercano a 0 le da mas peso
a las observaciones pasadas. Afortunadamente es posible establecer un criterio de
optimizacioén que permite obtener este valor a sin necesidad de recurrir a complejos
procesos de calibracion del parametro. Si bien estos detalles se encuentran por fuera
de los alcances del libro, basta decir que las plataformas computacionales —incluyen-
do R— incorporan estas técnicas de optimizacién del parametro.

Un modelo exponencial suavizado de Holt permite ajustar series de tiempo asumiendo
que la observacion en el tiempo ¢ puede modelarse como Y, =/+b *t + 1. La variable
b representa la componente de tendencia como la pendiente de una recta. De forma
similar al modelo exponencial simple, existe un parametro o que controla la tasa de
decrecimiento del nivel /, pero adicionalmente el modelo introduce un parametro f
que controla la tasa de decrecimiento de la pendiente s. La interpretacién de estos
parametros es similar al modelo exponencial simple en el sentido de tener en cuenta
las observaciones mas recientes o las mas antiguas.

Un modelo Holt-Winters permite ajustar series de tiempo que cuenten con compo-
nente de estacionalidad, adicional a la componente de nivel, tendencia y error. El
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modelo asume que cada observacion en un tiempo ¢ puede ser representada como
Y =1+b%+S§ +1. S representa la influencia de la estacionalidad en un tiempo ¢.

Finalmente, el modelo cuenta con un nuevo parametro y que controla la tasa
de decrecimiento de este parametro S, adicionalmente a los controles oy f# de los
otros parametros.
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3. Fundamentos de anélisis estadistico en R

Un lenguaje de programacion es de bajo nivel cuando lo irrelevante requiere demasiada atencion.
—Alan J. Perlis

Este capitulo esta enfocado a describir y analizar el sistema de programacién esta-
distica R, por consiguiente incluye la programacion basica en lenguaje R, haciendo
énfasis en la manipulacién de la estructura de datos data frame; adicionalmente,
muestra la forma de calcular en R las estadisticas introducidas de manera conceptual
en el capitulo anterior, introduce el tema de visualizacion de datos en R, aprovechan-
do las potentes capacidades de R para este fin y haciendo énfasis en la informacion
que es posible obtener de las graficas de las variables de un conjunto de datos. Esta
informacion es fundamental en las primeras etapas del analisis y desempefa un rol
destacado en examenes posteriores.

3.1. Introduccion

R es un lenguaje de alto nivel y entorno computacional para realizar analisis es-
tadistico y graficos de alta calidad. Entre sus principales caracteristicas se en-
cuentran la gran cantidad de modelos estadisticos que soporta (analisis de una
variable, analisis de datos categoricos, pruebas de hipétesis, modelos lineales gene-
ralizados, analisis multivariado, series de tiempo); los miles de paquetes comple-
mentarios disponibles (adicionales a su distribucidn basica); el que sea software libre
y de codigo abierto; y la posibilidad de ser ejecutado en varias plataformas, como
Windows, Mac o Linux, lo que evidencia que R es uno de los lenguajes mas utiliza-
dos a nivel mundial en modelos estadisticos, analitica predictiva y visualizacion de
datos, razon por la cual ha sido escogido como herramienta tecnolédgica en este libro.

A diferencia de otras herramientas de analisis de datos, R es un lenguaje interpre-
tado y presenta un entorno basado en comandos, 1o cual puede dificultar el proceso de
aprendizaje de la herramienta, sobre todo en usuarios acostumbrados a herramientas
graficas. Sibien esto puede verse como una desventaja, la linea de comandos permite
obtener mayor expresividad, ademas de poder obtener repetibilidad; mediante coman-
dos es posible escribir programas o guiones que permiten repetir los experimentos y
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procesos, asi como compartir resultados de maneras que no son posibles en otras
interfaces que no estan basadas en comandos.

Para minimizar la tarea de acostumbrase a las plataformas basadas en coman-
dos, existen entornos integrados de desarrollo o Integrated Development Environment
(IDEs), entre los cuales se encuentran RStudio, Jupyter, Eclipse, o la misma distri-
bucion estandar que se obtiene después de una instalacion basica de R. El objetivo
de estos entornos es facilitar el desarrollo de proyectos en R con funcionalidades
similares a las encontradas al desarrollar software de otra indole, entre las que se
encuentran el autocompletado de funciones, la posibilidad de utilizar control de
versiones, los depuradores de codigo, los ejecutores paso a paso y otras. Las figuras
3.1. y 3.2. muestran como lucen las interfaces de la distribucion estandar de R y
RStudio, respectivamente.

Figura 3.1. Distribucion estandar de R

ctes Ventanas Ayuda

R version 3.5.1 (2018-07-02) -- "Feather Spray”
Copyright (C) 2018 The R Foundation for Statistical Computing
Platform: x86_64-wed4-mingw32/z64 (64-bit)

R es un software libre y viene sin GARANTIA ALGUNA.
Usted puede redistribuirlo bajo ciertas circunstancias.
Escriba 'license()' o 'licence()' para detalles de distribucion.

R es un proyecto colaborativo con muchos contribuventes.
Escriba 'contributors()' para cbtener mis informacidn v
‘citation()' para saber cémo citar R o paquetes de R en publicaciones.

Escriba 'demo()' para demostraciones, 'help()' para el sistema on-line de ayuda,
o 'help.start()' para abrir el sistema de ayuda HTML con su navegador.

Escriba 'q()' para salir de R.

[Previously saved workspace restored]

>

Fuente: Elaboracion propia

El cédigo R presentado en este libro funciona en cualquier implementacion de R en
su version 3.4.x o posterior, aunque es posible que también funcione en versiones
anteriores sin ninguna o con minimas modificaciones.
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Figura 3.2. Interfaz grafica de RStudio

o -l » e ~ Addins « K project: (None) ~

Console Terminal 5 Environment  History  Connections )

R version 3.5.1 (2018-07-02) -- "Feather Spray”
Copyright (C) 2018 The R Foundation for statistical compuring pzea)
Platforn: xB6_64-w6d-mingw32/x64 (64-bit)

odf 7 obs. of 5 variables
ofit List of 12
ofin List of 12
ofitz List of 12
©personas 5 obs. of 4 variables

accidentes  num [1:9] 28 46 58 20 31 64 149 316

den

“help,start ()" for an HTML bro Ll 0o G o tno =0

Type 90" to quit R.

[Workspace Toaded fron ~/.Rpata]
Moditied

th Fundamentals of Heatand Mas... 127MB. May 6, 2017, 359PM
gy 1AMB  0ct30, 207, 624N
AIME Nev27 2017608
Nov27,2017, 508
= A  Network Anslysiz et 18,2017, 654
= An Approach to Modeling Scftwar. Nov27,2017, 618
= Anin a Nov27,2017, 633
= Anin - Jun7,2017, 1042
Oct 18,2017, 654
Nov27,2017, 632
0ct 18,2017, 657
Nov 12,2016, 431
Nov27,2017,623
Now 77 2017 623 Y

Fuente: Elaboracion propia

3.2. Programacion en R

R no es solo una plataforma para realizar analisis estadistico, sino un lenguaje de
programacion de alto nivel en si mismo. Esto implica que el lenguaje provee estruc-
turas de datos, operadores, funciones, construcciones algoritmicas como condiciona-
les y ciclos y una amplia libreria de funciones con las cuales se puede implementar
cualquier problema computacional. Sin embargo, en este libro utilizaremos aspectos
del lenguaje de utilidad en el proceso de analisis de datos. Las siguientes secciones
describen cada uno de estos aspectos.

3.2.1. Objetos

Un objeto en R es cualquier dato almacenado en memoria al cual se le ha dado un
nombre (también denominado algunas veces como variable simbolica). Los principa-
les objetos en R son: objetos simples, vectores, data frames, tablas y matrices.

Para asignar un valor a un objeto o cambiarlo por uno nuevo se utiliza el operador
de asignacion, < —. Por ejemplo, si desea que un objeto “edad” tome el valor “25”,
debe escribirse lo siguiente en la linea de comandos de R:

#Definicién de un objeto “edad”

edad < - 25

El simbolo “#” y el texto subsecuente representa un comentario, esto es, un texto
aclaratorio que no es ejecutado por el intérprete de R, pero resulta util para entender
lo que el codigo realiza. En ese sentido, los comentarios estan dirigidos a hacer el
codigo R mas entendible y orientado a los humanos que leen y modifican el codigo
que a la maquina que lo ejecuta.
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Los objetos simples no necesariamente tienen que tener valores numéricos. R
permite la manipulacién de cadenas de caracteres y cuenta con librerias (paquetes
con funciones de codigo implementadas por terceros y disponibles para reutiliza-
cioén) para tratar con este tipo de dato. Para asignar un objeto simple cuyo tipo es
una cadena de caracteres, se utilizan las comillas dobles (‘“”’), tal como se muestra a
continuacion:

#Definicidén de cadenas de caracteres

nombre <- “José Nelson Pérez”

Los identificadores (nombres) de los objetos deben cumplir ciertas restricciones, re-
lacionadas con los caracteres que deben tener (letras mayusculas, letras mintsculas,
numeros, puntos o guidn bajo), los caracteres por los que debe comenzar (letra o
punto) y que no correspondan a palabras reservadas del lenguaje. Adicionalmente,
en R es diferente el identificador “EDAD” de “Edad” y “edad”, caracteristica cono-
cida como distincion de mintsculas/mayusculas. Para ver el contenido de un objeto
creado se ingresa en la linea de comandos su identificador.

edad
[1] 25

Un tipo de objeto muy utilizado en R es el vector, el cual guarda varios valores del

mismo tipo arreglados en un orden particular, es decir, se trata de una estructura

ordenada. Para crear un vector se utiliza una funcién de R denominada c (.. .)

(el nombre viene de “combinar”) con cada uno de los componentes constituyentes
«

del vector separados por el caracter “,”. Por ejemplo, para crear un vector con las
estaturas de un grupo de personas se utiliza el siguiente comando en R:

#Definicidén de un vector

estaturas <- ¢(1.84, 1.69, 1.78, 1.57, 1.92, 1.86)

También es posible crear vectores de otros tipos de datos como cadenas de caracteres:

#Definicidén de vector de cadenas de caracteres

nombres <-— c (“Juan”, “Carlos”, “Mariana”, “Francisco”, “Pedro”)

Cada elemento del vector tiene una posicion especifica que puede ser utilizada para
acceder a él mediante la notacion de bracket, 1a cual hace uso de “[” y “]”. Es impor-
tante dejar claro en este punto, que a diferencia de otros lenguajes de programacion,
en R el primer elemento del vector tiene la posicion 1 y no la posicion 0.
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#Uso de la notacién de bracket
estaturas [2]

[1] 1.69

nombres [1]

[1] “Juan”

Combinando la notacién de bracket y la funciéon c es posible acceder a varios ele-
mentos del vector.

#Acceso a varios elementos de un vector

nombres [c(2,4)]

[1] “Carlos” “Francisco”

Frecuentemente se tiene la necesidad de determinar el nimero de componentes de
un vector, esto se logra con la funcién length.

#Longitud de un vector

length (estaturas)
[2] 6

length (nombres)

[1] 5

Cuando se realizan analisis de datos es comun encontrarse con datos faltantes, los
cuales pueden resultar como consecuencia de un experimento fallido, informacién
no disponible, errores en la captura de los datos u otras causas. Dado que la mayoria
de calculos estadisticos basicos no estan pensados para lidiar con datos faltantes, los
paquetes de software estadistico, y en particular R, necesitan considerar estos casos
especiales y definen un valor particular para indicar este hecho. En R, este valor se
denomina N2, y la mayoria de funciones estadisticas en R proveen la alternativa
para no tener en cuenta los valores faltantes en los calculos, ya que de otra forma el
resultado del calculo no esta definido, hecho que R indica también con el valor NA.

#Valor NA

nombres [4] <-— NA
nombres
[1] “Juan” “Carlos” “Mariana” NA “Pedro”
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3.2.2. Operadores

Junto con los objetos, sean estos simples o vectores, el lenguaje R provee operadores
para trabajar sobre esos objetos. Los operadores provistos por R se pueden clasificar
como: aritméticos, relacionales y l6gicos, estos actiian sobre elementos simples y
sobre vectores; cuando operan sobre vectores las operaciones son realizadas compo-
nente a componente, siempre y cuando estos tengan la misma longitud. En caso de
no tener la misma longitud, el vector con menor longitud es “reciclado”, esto es, se
repite tantas veces como sea necesario hasta lograr la misma longitud del otro vector.
La tabla 3.1 ilustra los principales operadores aritméticos y el simbolo utilizado por
R para llevar a cabo la operacion.

Tabla 3.1. Operadores aritméticos en R

Operacion Simbolo
Adicién +
Sustraccion S
Multiplicacién *
Divisién /
Divisién entera %/ %
Médulo % %
Exponenciacion

Fuente: Elaboracion propia

Si una expresidn estd compuesta de varios operadores aritméticos, esta es evaluada
en el orden de precedencia usual: exponenciacidn, division, multiplicacion, adicion
y sustraccion. Sin embargo, es ampliamente recomendado utilizar los paréntesis para
evitar cualquier ambigiiedad.

#Operadores aritméticos en R

(3.84*(14.62 + 64.12))/20.78
[1] 14.55061

Los operadores relacionales toman dos objetos de un conjunto y dan por resultado
de la operacion un valor logico, valor que solo puede ser verdadero (TRUE) o falso
(FALSE). Usualmente, son utilizados para comparar los objetos respecto de algun
criterio establecido. La tabla 3.2 ilustra los principales operadores relacionales y el
simbolo utilizado por R para llevar a cabo la operacion.
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Tabla 3.2. Operadores relacionales en R

Operacion Simbolo

Menor que <

Mayor que >
Menor o igual que <=

Mayor o igual que >=
Igualdad S
Desigualdad =

Fuente: Elaboracion propia

Finalmente, los operadores 16gicos son utilizados para evaluar y definir nuevas ex-
presiones compuestas de valores logicos (Verdadero (TRUE) o Falso (FALSE)).
Si bien es posible definir varios operadores 16gicos, los comunmente utilizados son
la conjuncién “y” 16gico, la disyuncion “o” 16gico y la negacion. La tabla 3.3 contie-
ne los principales operadores logicos y el simbolo utilizado por R para llevar a cabo
la operacion.

Tabla 3.3. Operadores 16gicos en R

Operacién  Simbolo

Conjuncion &
Disyuncién |

Negacion !

Fuente: Elaboracion propia

#Expresién relacional

(4.47 <= 10) & (17.49 > 8.19)
[1] TRUE

3.2.3. Funciones

Una funcion es un conjunto de comandos que en conjunto realizan una tarea especi-
fica, produciendo como resultado algun tipo de salida en funcion de ciertos datos de
entrada, aunque en verdad algunas funciones no requieren datos de entrada (también
conocidos como argumentos o pardmetros). R provee gran cantidad de funciones pre-
definidas, las cuales varian desde funciones para manipulacion de datos numéricos y
analisis estadisticos complejos hasta manipulacion de archivos. También se pueden
definir funciones propias, como se explicara posteriormente.
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Toda funcién en el lenguaje R tiene un nombre y un listado de datos de entrada,
aunque algunas funciones no necesitan de estos para ejecutar su funcionalidad. Los
datos de entrada pueden ser constantes u otros objetos, dependiendo de la especi-
ficacion de la misma. Para llamar la funcién se escribe el nombre de la misma y
entre paréntesis “(” y “)” cada uno de los datos de entrada separados por el caracter

,” respetando el orden o posicion de definicion de las entradas, segiin se muestra
a continuacion:

# Invocacién de una funciédn

nombre funcion (entrada 1, entrada 2, ...)

Dependiendo de cémo haya sido definida la funcidn, es posible obviar alguno(s)
de los datos de la entrada, ya que se les pudo haber asignado un valor por defecto
como parte de su definicion. También es posible alterar el orden de las entradas a la
funcion, colocando en el llamado el nombre del parametro (también conocido como
“argumento identificado”, cuyo nombre es diferente al nombre de la funcion) y el va-
lor a asignar a esa entrada junto con el operador de asignaciéon “=". Como resultado
de invocar o llamar la funcién, se produce un resultado que puede ser almacenado
en un objeto.

A manera de ejemplo, considérese la funcidén round encontrada en la libreria de
R, disefiada para aproximar un numero a su valor mas cercano dependiendo de un
numero de digitos de precision. Una primera version de un llamado de esta funcion
Unicamente recibe como entrada el nimero, ya que por defecto el numero de digitos
decimales utilizados en la aproximacion es cero.

# Invocacién de una funcién
# con argumentos por defecto
round (3.141592)

[1] 3

Para aproximar a un numero diferente de digitos, se utiliza la misma funcién round,
pero se invoca con diferentes parametros de entrada. Para hacer esto se utiliza
una segunda version del llamado, utilizando el parametro de entrada digits con
un valor igual a 2 para indicar que la aproximacién debe realizarse con dos digitos
de precision.

# Invocacién de una funcidn

# con argumentos identificados

Round (3.141592, digits=2)
[1] 3.14
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En el ejemplo anterior se observa que hay parametros, como el numero a redondear,
que son obligatorios, mientras que otros son opcionales. ;Como saber esa informa-
cién?, ;cdmo se supo que el nombre del segundo parametro era “digits”? Para resol-
ver estas preguntas, R provee un detallado archivo de ayuda para cada una de sus
funciones, ayuda que puede ser directamente accesible desde el entorno de desarrollo
mediante la funcion “help” o anteponiendo al nombre de la funcion el caracter in-
terrogante “?”. También es posible utilizar la funciéon args para ver los argumentos
de entrada a una funcién, tnicamente sin la descripcion y uso de la misma.

# Invocacién de archivo de ayuda

help (nombre funcion)

# Invocacién de archivo de ayuda

# Método alternativo

?nombre_funcion

# Ayuda: argumentos de entrada de una funcién

args (nombre funcion)

Debido a que el principal campo de aplicacién de R es el analisis estadistico, es co-
mun que junto con el gran numero de funciones provistas por R se cuenten con con-
juntos de datos sobre los cuales realizar estos analisis. Las funciones y los conjuntos
de datos son organizados en pagquetes, algunos de los cuales deben ser cargados en
la memoria principal del entorno para que sus funciones y conjuntos de datos estén
disponibles en la sesion.

El directorio donde residen los diferentes paquetes que se han descargado en el
computador que ejecuta el sistema R se denomina la libreria. La funcién library ()
lista los paquetes salvados en el computador, mientras la funcién sessionInfo ()
muestra todos aquellos paquetes que ademas de estar instalados en el computador es-
tan ya cargados en la sesion R. Para obtener los distintos conjuntos de datos disponi-
bles en la sesién, se invoca la funcidén data () . Tanto la funcién 1ibrary () como
la funcién data () abren una ventana adicional con la informacion consultada en
lugar de imprimir la respuesta al comando inmediatamente después de ejecutarlo.

#Listar paquetes e informacién de la sesidn

library()

sessionInfo ()R version 3.4.2 (2017-09-28)

Platform: x86 64-w64-mingw32/x64 (64-bit)

Running under: Windows 8.1 x64 (build 9600)

Matrix products: default

locale:

[1] LC_COLLATE=Spanish Colombia.1252 LC CTYPE=Spanish Colombia.1252
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[3] LC_MONETARY=Spanish Colombia.l1252 LC NUMERIC=C

[5] LC TIME=Spanish Colombia.l252

attached base packages:

[1] stats graphics grDevices utils datasets methods base
loaded via a namespace (and not attached) :

[1] compiler 3.4.2

data ()

Dentro de las funciones mas populares encontradas en R, es comun hallar las de
tipo matematico/estadistico. La tabla 3.4 muestra algunas funciones matematicas
comunes que provee R como parte de su entorno bésico. Puede hacerse uso de los
archivos de ayuda para precisar los detalles de cada una de ellas. Por su parte, algunas
funciones estadisticas relevantes se explicaran posteriormente.

Tabla 3.4. Funciones matematicas comunes en R

Propdsito Funcién R
Exponencial exp
Logaritmo natural log
Logaritmo base 10 logl0
Raiz cuadrada sqrt
Coseno cos
Seno sin
Tangente tan
Valor absoluto abs
Factorial factorial

Fuente: Elaboracién propia

Es importante mencionar que si un vector es utilizado como argumento de entrada a
una funcién que espera un objeto simple (como las funciones matematicas de la tabla
3.4), R ejecuta la funcién por cada componente y en lugar de arrojar por resultado
un unico namero, retorna un nuevo vector. Adicionalmente, algunas funciones estan
pensadas especificamente para recibir por parametro un vector y calcular un ani-
co valor de salida utilizando todos o algunos componentes del vector en el calculo.
Ejemplos de estas son las funciones estadisticas que se utilizaran a lo largo del texto
como mean, max, sd y otras tantas.

# Funciones aritméticas en R
Sgrt ( c(l1.25, 4.8, 2, 20.96) )
[1] 1.118034 2.190890 1.414214 4.578209
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Otras funciones de interés en el analisis de datos son aquellas utilizadas para crear
una secuencia de valores. En particular, la funcion seq(inicial, final, salto)
es utilizada para generar un vector de nimeros desde un valor inicial a un valor final
cada cierto salto. Esta funcion es muy utilizada en la definicion de la escala de algu-
nos graficos. Por ejemplo, seq (1,20, 2) genera un nuevo vector con los numeros
del 1 al 20 en saltos de dos en dos.

# Creacidén de una secuencia
seq(1,20,2)
11 1 3 5 7 9 11 13 15 17 19

3.2.4. Factores

Es muy comun en el analisis de datos contar con datos categdricos o nominales. Para

definir explicitamente en R un objeto categorico se utiliza la funcién factor, en la
cual se especifican los diferentes niveles o categorias como un vector.,

# Creacién de datos categdricos
tipos.quemadura <- factor( c(“Primer Grado”,
“Segundo Grado”,”Tercer Grado”))
tipos.quemadura
[1] Primer Grado Segundo Grado Tercer Grado

Levels: Primer Grado Segundo Grado Tercer Grado

Si la variable categorica es ademas una variable ordinal, es posible indicar de forma
explicita este hecho mediante los argumentos levels y ordered. En el argumento
levels se indican todos los niveles ordenados ascendentemente de menor a mayor,
mientras al argumento ordered se le asigna un valor TRUE para indicar que la va-
riable es ordinal.

# Variables ordinales en R

quemaduras <-— factor ( tipos.quemadura,
levels = tipos.quemadura,
ordered=TRUE )

quemaduras

[1] Primer Grado Segundo Grado Tercer Grado

Levels: Primer Grado < Segundo Grado < Tercer Grado

3.2.5. Listas

En el lenguaje R, una lista es un compuesto de varios componentes que se agrupan

para ser manipulados como un unico objeto. En una lista en R los componentes no
tienen que ser del mismo tipo, y en caso de serlo, no tienen que tener el mismo tipo
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de dato ni la misma longitud (en el caso que todos los componentes sean vectores).
Las listas encuentran aplicacién, entre otros casos, cuando una funcion debe retornar
mas de un objeto.

Para crear una lista en R se utiliza la funcién 1ist (...) que recibe como pa-
rametro los distintos objetos que la componen. Cuando se crea la lista con la fun-
cion 1ist, si bien no es obligatorio, es de utilidad que los argumentos de la funcién
sean identificados; si estos son argumentos nombrados o identificados, es posible
hacer referencia a cada componente con una notaciéon conocida como la “notacién
del signo $”, en el que cada componente de la lista se identifica como nombre
lista$nombre argumento. El siguiente ejemplo ilustra el proceso de creacion
de una lista en R. El primer paso es definir los componentes individuales que van a
conformar la lista.

memoria gb <- 16

num_procesadores <- 8

sistema operativo <- “Linux Ubuntu Server 16.04.2"
versiones kernel <- c(M.4.0.66", “.4.0.72")

Acto seguido se define Ia lista haciendo uso de la funcién 1ist y utilizando argu-
mentos identificados en la creacion.

# Creacién de una lista
servidorl <- list (mem=memoria gb, proc=num procesadores,

so=sistema operativo, kernels= versiones kernel)

Como se utilizaron argumentos identificados, es posible utilizar la notacion “del sig-
no $” para hacer referencia a cada componente de forma individual.

# Acceso a componentes de una lista
servidorl$mem

[1]1 16

servidorl$kernels

[1] “4.4.0.66” “4.4.0.72"

Si no se recurre a argumentos identificados en la creacién de la lista, se debe utilizar
la notacién de “doble bracket” para acceder a cada uno de los componentes indivi-
duales. Cada componente es accesible mediante un niimero entero que representa su
posicion en la lista.
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# Notacién de doble bracket
servidor2 <- list (memoria gb, num procesadores,

sistema operativo, versiones kernel)

servidor2

[ [1] ]

[1] 16

[ [2] ]

[1] 8

[ [3] ]

[1] “Linux Ubuntu Server 16.04.2"
[ [4] ]

[1] N4.4.0.667 N.4.0.727

servidor2[ [3] ]

[1] “Linux Ubuntu Server 16.04.2”

La notacion de “doble bracket” también aplica para las listas creadas con argumen-
tos identificados. Sin embargo, es mas comun encontrar la notacion del signo $ y por
ello serd la que se utilice a lo largo del libro.

# Notacidén de doble bracket

servidorl[ [“mem”] ]
[1] 16
servidorl[ [“kernels”] ]

[1] “4.4.0.66” “4.4.0.72"

3.2.6. Manipulacion de data frames

Un data frame es un tipo especial de lista en el que todos los componentes son vecto-
res de la misma longitud, relacionados en cuanto los elementos en la misma posicion
correspondan a datos de la misma unidad experimental o en la terminologia emplea-
da en el libro de la misma observacion. De esta forma, este objeto R corresponde con
la definicién encontrada en la tabla 2.1.

Para crear un data frame se utiliza la funcion data. frame (...) con cada va-
riable que conforma el objeto como parametros, los cuales son probables que ya estén
definidos como vectores R. A manera de ejemplo, considérense los datos de varias
personas (observaciones) para un estudio clinico. De cada uno de ellos se tiene infor-
macion de su estatura, peso y género. La definicion de esta tabla de datos se muestra
a continuacion:
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# Creacidén de un data frame
estatura <- c(l.68, 1.84, 1.78, 1.55, 1.89 )
peso <- c(55, 91, 88, 47, 105)
genero <-— c(“¢”, “M”, “M”, “F”, “M"”)
personas <-— data.frame (estatura,peso,genero)
personas
estatura peso genero
11.68 55 F
21.84 91 M
31.78 88 M
4 1.55 47 F
51.89 105 M

En ocasiones, por ejemplo, dentro de la definiciéon de una funcion es necesario crear
un data frame sin ningun contenido; para lograr esto debe invocarse la funcion
data.frame sin ningun parametro.

# Data frame sin contenido

df.vacio <- data.frame ()

Posterior a la creacion de la tabla de datos, es posible acceder a cada variable utilizan-
do la notacién “$”, como en el caso de las listas o notaciéon de indexacidén en “brac-
kets”. La notacion en “bracket” puede verse como un sistema coordenado en filas
y columnas, donde puede accederse a cada dato particular, a una observacion (fila)
completa, a una variable o incluso puede realizarse filtrado o busquedas particulares
de acuerdo con una expresion relacional.

Para acceder a un dato particular de la observacion i-ésima en la variable j-ésima
se utiliza la notacién en “bracket” [1i, j], mientras que para acceder a toda la obser-
vacion se utiliza la notacién [1, ]. Ejemplos de estas notaciones se ilustran a conti-
nuacion utilizando la tabla de datos personas anteriormente creada.

# Indexacién en data frames
personas|[3, 3]

[1] M

Levels: F M

personas[3, 1]

[1] 1.78
personas([1l, ]

estatura peso genero
11.68 55 F
personas([5, ]

estatura peso genero
51.89 105 M
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Para ver los valores de una variable se pueden utilizar, aparte de la notacion con signo
$, la notacion [, 1, la cual devuelve un vector o la notacion [j], que finalmente
arroja una nueva tabla de datos.

# Valores de una variable
personas|[, 2]
[1] 55 91 88 47 105
personas[2]
peso
155
291
388
4 47
5105

También es posible excluir partes del conjunto de datos en lugar de seleccionarlos
con el simbolo — 0 escoger un intervalo de filas o columnas del conjunto de datos con
la notacion de intervalo: por ejemplo, si se deseara seleccionar las observaciones 2 a
la 4 de la tabla de datos sin la tercera variable (la variable “genero”) el c6digo R seria:

# Indexacién por intervalos

personas[2: 4, -3]

estatura peso
21.84 91
31.78 88
41.55 47

Hasta ahora se ha utilizado un enfoque basado en indices para seleccionar los
datos; sin embargo, en la practica suele ser necesario extraer aquellos datos que sa-
tisfagan una condicion determinada, por ejemplo “las personas que midan mas de
1,80” o “las personas de género femenino”. Para realizar esto se sigue utilizando
la notacién “bracket”, solo que en lugar de los indices a seleccionar se emplea una
expresion condicional.

# Indexacidén con expresiones condicionales

personas [personas$estatura > 1.80, ]

estatura peso genero
2 1.84 91 M
5 1.89 105 M

# Indexacidén con expresiones condicionales

personas [personas$genero == “E7, ]
estatura peso genero

11.68 55 F

41.55 47 F
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Otra forma alternativa de obtener datos que satisfagan una condicion determinada es
utilizando la funciéon subset. Esta es una versatil funcidén que se puede utilizar de
varias formas dependiendo de si se desea conservar los datos a nivel de observaciones
(filas) o a nivel de variables (columnas). A nivel de las observaciones, la funcion reci-
be como argumento un data frame y una expresion relacional y devuelve una tabla de
datos con aquellas observaciones que satisfagan el criterio de la expresion relacional;
a nivel de variables, la funcion recibe como argumento un data frame y un argumento
identificado como select, que toma como valor un vector con aquellas variables
que se desean conservar. Esta forma de utilizacion también es util para reordenar las
variables en el conjunto de datos. Ambos casos se muestran en el siguiente c6digo
de ejemplo.

# Funcién subset a nivel de fila

mujeres <- subset (personas, personas$genero == “F”)
mujeres
estatura peso genero
1 1.68 55 F
4 1.55 47 F

# Funcién subset a nivel de columna

personasl <- subset (personas,select=c (peso,estatura))

personasl
peso estatura
1 55 1.68
2 91 1.84
3 88 1.78
4 47 1.55
5 105 1.89

Lanotacion con el simbolo “$” también permite crear nuevas variables en una tabla de
datos. Por ejemplo, se desea obtener una nueva variable en el data frame personas

que calcule el indice de masa corporal (IMC), el cual se define como MC = %
estatura

El codigo R para lograr este objetivo es el siguiente:

# Creacidén de nuevas columnas
personas$IMC <- personas$peso/personas$estatura”?
personas
estatura peso genero IMC
1 1.68 55 F 19.48696
2 1.84 91 M 26.87854
3 1.78 88 M 27.77427
4 1.55 47 F 19.56296
5 1.89 105 M 29.39447

ECI74



Introduccion a la ciencia de datos en R. Un enfoque préactico

Debe notarse que el calculo de una variable realiza los calculos simultaneamente en
todas las observaciones.

Una forma alternativa de lograr lo anterior, sin modificar el conjunto de datos
original, es a través de la funciéon transform. Esta funcidn recibe como pardmetro
una tabla de datos y como segundo parametro el nombre de la nueva variable y la
expresion para calcularla, segiin se muestra a continuacion:

# Funcién transform
personasl <- transform( personas,
IMC=personas$peso/personas$estatura’2 )
personasl
estatura peso genero IMC
1 1.68 55 F 19.48696
2 1.84 91 M 26.87854
3 1.78 88 M 27.77427
4 1.55 47 F 19.56296
5 1.89 105 M 29.39447

3.2.7. Tablas de frecuencia

Las tablas de frecuencia son estructuras de datos que llevan un conteo del numero
de observaciones clasificadas en un determinado nivel de una, dos o en general n
variables categoricas. El nimero n de variables categdricas se denomina la dimension
de la tabla.

Supongase que se tiene un conjunto de personas e informacién de dos diferentes
variables categéricas en cada observacion: la primera variable hace referencia al co-
lor del cabello y cuenta con los niveles {Negro, Café, Rojo, Rubio};porsu
parte, la segunda variable tiene la informacion del color de los ojos de la persona y
cuenta con los niveles {Café, Azul, Miel, Verde}.Dadas estas variables, una
tabla de frecuencia de dos dimensiones que lleve el conteo de las observaciones en
cada combinacién de niveles podria lucir como en la tabla 3.5.

Tabla 3.5. Ejemplo de “Tabla de frecuencia”

Café Azul Miel Verde
Negro | 68 20 15 5
Café 119 84 54 29
Rojo 26 17 14 14
Rubio 7 94 10 16

Fuente: Elaboracion propia
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Lo que la tabla 3.5 refleja, es que del total de personas, existen 94 que cumplen la
condicion de que su color de cabello sea clasificado como “Rubio” y adicionalmente
su color de ojos esté clasificado en la categoria “Azul”. La interpretacion es analoga
para el resto de valores. A nivel de terminologia, vale la pena mencionar que las
tablas de frecuencia con mas de un factor también se conocen como tablas de contin-
gencia o tabulaciones cruzadas (cross-tabulation).

Considérese ahora el mismo ejemplo anterior, pero se cuenta con una nue-
va variable categorica con el género de la persona. Esta variable tiene dos niveles
{Masculino, Femenino}. Con esta nueva adicion, se puede crear una tabla de
frecuencia de tres dimensiones que indique, por ejemplo, el total de personas cuyo
color de cabello es “Café”, su color de ojos es “Verde” y su género es “Femenino”.
Si bien es posible visualizar esta tabla de frecuencia en tres dimensiones, es claro que
a medida que el nuimero de dimensiones aumenta no es posible obtener una visuali-
zacion conveniente. Debido a ello, es una practica comun visualizar unicamente ta-
blas de frecuencia de dos dimensiones separadas explicitamente por cada dimension
adicional.

A manera de ejemplo, la tabla de frecuencia de tres dimensiones se visualizaria

como dos tablas de frecuencias de dos dimensiones de idéntica estructura y diferentes
valores, una para cada género.

Tabla 3.6. Ejemplo de “Tabla de frecuencia. Género=Masculino”

Café Azul Miel Verde
Negro | 32 11 10 3
Café 53 50 25 15
Rojo 10 10

Rubio 3 30 5 8

Fuente: Elaboracion propia

)

Tabla 3.7. Ejemplo de “Tabla de Frecuencia. Género=Femenino’

Café Azul Miel Verde

Negro 36 9 5 2
Café 66 34 29 14
Rojo 16 7 7

Rubio 4 64

Fuente: Elaboracion propia
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Para introducir las diferentes funciones proporcionadas por R para la manipulacion
de tablas de frecuencias, considérese una tabla de datos cuyos registros tienen la es-
tructura mostrada en la figura 3.8. A este conjunto de datos se le ha dado el identifi-
cador ColorCabelloOjos.

Tabla 3.8. Conjunto de datos “ColorCabelloOjos”

Color Cabello | Color Ojos Genero

Negro Azul Masculino
Café Miel Masculino
Rojo Verde Femenino

Rubio Azul Masculino
Café Café Femenino

Negro Café Masculino

Fuente: Elaboracion propia

Dado el conjunto de datos posiblemente almacenado en un data frame, la funcién ta-
ble permite crear una tabla de frecuencia. La funcién table tiene como parametro
una, dos o en general las n variables categoricas que conforman la tabla de contingen-
cia. A manera de restriccion, para que la funcion table funcione de manera adecua-
da, el tipo de las variables involucradas en la creacién de la tabla debe ser factor.

# Creacidén de tablas de frecuencia

class (ColorCabelloOjos$color.cabello)

[1] “factor”

tabla.cabello <- table ( ColorCabelloOjos$color.cabello )

tabla.cabelloojos <- table( ColorCabelloOjos$color.cabello,

ColorCabelloOjos$Scolor.ojos )

tabla.cabelloojosgenero <—- table( ColorCabelloOjos$color.cabello,
ColorCabelloOjosS$color.ojos,
ColorCabelloOjos$Sgenero )

tabla.cabelloojosgenero

;= Femenino

Azul Café Miel Verde
Café 34 66 29 14
Negro 9 36 5 2
Rojo 7 16 7 7
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Rubio 64 4 5 8
o = Masculino

Azul Café Miel Verde
Café 50 53 25 15
Negro 11 32 10 3
Rojo 10 10 7 7
Rubio 30 3 5 8

Las funciones dim y dimnames son las encargadas de obtener las dimensiones de la
tabla de contingencia y las etiquetas o nombres de cada dimension, respectivamente.

# Dimensiones de una tabla de frecuencia
dim(tabla.cabelloojosgenero)

11 4 4 2

dimnames (tabla.cabelloojosgenero)

[ 011 ]

[1] “Café” “Negro” “Rojo” “Rubio”
[ [2] ]

[1] “Azul” “Café” “Miel” “Werde”
[ [3] 1]

[1] “Femenino” “Masculino”

También es posible indexar las tablas de frecuencia por un nivel particular de cada
factor utilizando la notacidon de “bracket”. Si no se especifica indice en una dimen-
sion determinada se deja el indice vacio.

tabla.cabelloojosgenero[ ,”Miel”, “Masculino” ]
Café Negro Rojo Rubio

25 10 7 5
tabla.cabelloojosgenero[ “Rubio”, , “Femenino” ]
Azul Café Miel Verde

64 4 5 8

Finalmente, en ocasiones puede ser necesario convertir una tabla de contingencia en
un data frame. Para este proposito, se utiliza la funciéon as.data.frame.table,
que recibe por parametro la tabla de contingencia y retorna un objeto de tipo data
frame. Esta tabla de datos contiene una nueva variable denominada “Freq”, con la
informacion del conteo de cada combinacidén encontrada en la tabla de contingencia.
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# Conversidén de tabla de frecuencia a data frame
df <- as.data.frame.table ( tabla.cabelloojosgenero )
class ( df

[1] “data.frame”

3.2.8. Manipulacion de fechas

El entorno R puede lograr la manipulacion de fechas, bien sea a través de funciones
que vienen incorporadas a la plataforma por defecto o utilizando librerias especiali-
zadas. Si bien lograr manipular correctamente las variables de tipo fecha es relevante
en el analisis de series de tiempo, es comun encontrar gran cantidad de conjuntos de
datos con campos de este tipo, por lo cual su manipulacion correcta es una habilidad
deseable en cualquier analista de datos.

En lo referente a la manipulacién de fechas, usualmente se comienza con la fun-
cion as.Date, funcion predefinida en el entorno R, es decir, disponible sin nece-
sidad de utilizar alguna libreria adicional. La funcién as.Date en su versidn mas
sencilla recibe una cadena de caracteres y las interpreta como una fecha en formato
yyyy-mm-dd (afio expresado en cuatro digitos, mes en dos digitos y dia). Esta version
también puede interpretar la fecha en formato yyyy/mm/dd.

# Interpretacién de fechas
# Formatos por defecto
as.Date (“2017-08-17")

[1] “2017-08-17"
as.Date (“2017/08/17")
[1] “2017-08-17"

Debido a los distintos formatos en que se puede representar una fecha, la funcion
as.Date cuenta con un parametro format en el cual se especifica el formato en el
que debe ser interpretada la fecha. El listado completo de los formatos se encuentra
en la documentacién de la funciéon strptime. Los siguientes ejemplos inicamente
utilizaran un subconjunto de todos los formatos disponibles.

# Interpretacién de fechas
# Otros formatos
as.Date (“21/APR/17”, format="%d/%b/%y"”)

[1] “2017-04-21"

as.Date ("April-17-17", format="%B-%d-%y”)
[11] “2017-04-17"

as.Date (“August-17-2017", format="%B-%d-%Y")
[1] “2017-08-17"

as.Date (“08-17-2017", format="%m-%d-%Y")
[1] “2017-08-17"
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En aquellos entornos R en los que no esta configurado correctamente el reloj
es probable que las anteriores funciones den por resultado NA. Para corregir esto,
debe configurarse correctamente la localizacion de zona horaria mediante el siguien-
te comando:

# Configuracidén zona horaria
Sys.setlocale (“LC TIME”, “C”)

En aquellos formatos de fecha que involucren no solo la fecha calendario, sino la
informacion horaria, es necesario utilizar la funcién strptime. Esta funcioén recibe
por parametro una cadena de caracteres que representa la fecha con informacion
horaria y un formato en el cual debe interpretarse la fecha. Dentro de este formato,
los caracteres especiales $H, $M, %S representan horas, minutos y segundos, respecti-
vamente. Algunos ejemplos se muestran a continuacion, resaltando una vez mas que
la documentacion de la funcidén st rptime contiene todo lo referente a los formatos
a utilizar.

# Formatos de fecha y hora
strptime (“21/08/2017 14:18”,”%d/%m/%Y $H:%M”)

[1] “2017-08-21 14:18:00 -05"

strptime (“"17-08-21 14:18:12”,”%y-%m-%d $H:%M:%S”)
[11] “2017-08-21 14:18:12 -05"

strptime (“2017-Apr-21 10:05”,”%Y-%B-%d %H:%M”)
[1] “2017-04-21 10:05:00 -05"

Cuando se crea un objeto con la funcion st rptime el tipo de dato asociado al obje-
to R es un tipo de dato conocido como POSTIX1t. Sobre este tipo de dato es posible
utilizar varias funciones para manipular las fechas, como la funcién difftime, que
permite calcular el intervalo de tiempo entre dos fechas, expresado en unidades como
horas, segundos, minutos, dias (valor por defecto) o semanas. Las unidades son pasa-
das a la funcion difft ime en el parametro units. Otra funcidon aplicable sobre este
tipo de dato es weekdays, que obtiene el dia de la semana correspondiente a una
fecha determinada.

# Funciones difftime y weekdays

fechal <- strptime (“2017-Apr-21 10:05”,”%Y-%B-%d %H:%M”)
fecha2 <- strptime(“2017-08-30 14:18”,”%Y-%m-%d $H:%M")
difftime ( fecha2, fechal, units="days” )

Time difference of 131.1757 days

difftime ( fecha2, fechal, units="hours” )

Time difference of 3148.217 hours

weekdays ( fechal )

[1] “Friday”
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Entre las librerias especializadas para manipulacion de fechas se encuentra
lubridate. Haciendo uso de esta es posible obtener resultados similares, con la
ventaja de que no hay que especificar el formato, pues las diversas funciones encon-
tradas en la libreria estan en capacidad de manipular fechas en formatos heterogé-
neos e interpretarlos convenientemente. Dentro de estas funciones se encuentra mdy,
dmy o ymd, que reciben fechas en una amplia variedad de formatos y convierten a
fechas en el formato estandar yyyy-mm-dd UTC, dependiendo de si especifica primero
el afio (funcion ymd), el dia o el mes (como en la funcidon mdy). Algunos ejemplos de
como se utilizan se muestran a continuacion.

# Funciones de la libreria lubridate
ymd (*2017/08/21")

[1] “2017-08-21"

ymd (V2017 August 21”)

[1] “2017-08-21"

dmy (%21 Aug 2017”)

[1] “2017-08-21"

mdy (08212017)

[1] “2017-08-21"

En ocasiones es necesario acceder a los componentes individuales de una fecha u
hora, como el mes o la hora de un objeto de tipo fecha e incluso funciones algoritmicas
mas complejas, como determinar el dia de la semana de una fecha. Afortunadamente
la libreria lubridate cuenta con todas estas funciones y otras mas ya implementa-
das, las cuales se resumen en la tabla 3.9.

Tabla 3.9. Funciones de la libreria “lubridate”

Propésito Funcién R

Obtener el afio de una fecha year

Obtener el mes de una fecha month
Obtener el nimero de semana de una fecha week
Obtener el dia de una fecha day
Obtener el dia del afio de una fecha yday
Obtener del dia de la semana de una fecha wday
Obtener la hora de una fecha con hora hour

Obtener los minutos de una fecha con hora ~ minute

Obtener los segundos fecha con hora second

Fuente: Elaboracion propia
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# Otras funciones de la libreria lubridate
fechal <- mdy(08212017)

year ( fechal )

[1]1 2017

day ( fechal )

[1] 21

wday ( fechal )

[11 2

yday ( fechal )

[1]1 233

3.3. Funciones estadisticas en R

Una vez se ha introducido el lenguaje R y adquirido destreza en la manipulacién
de sus diferentes objetos, el siguiente paso es realizar analisis estadisticos, tanto des-
criptivos como inferenciales, sobre los datos utilizando esta tecnologia. Esta seccion
muestra la forma como se realizan en R los analisis estadisticos basicos introducidos
de manera conceptual en las secciones 2.2. y 2.3.

3.3.1. Tipos de variable

El tipo de una variable determina como sera utilizada por R en las graficas y analisis
estadisticos. Para determinar el tipo de dato de una variable, R provee la funcién
class, que recibe como parametro una variable de una tabla de datos y devuelve
su tipo. Si bien existen multiples tipos de variable en R, los de uso mas frecuente son
numeric, integer, factor,character y POSIX1lt.

» Las variables de tipo numeric contienen numeros reales positivos o negativos,
asi como el simbolo NA. Es el tipo esperado para variables continuas.

» Lasvariables de tipo integer contienen nimeros enteros positivos o negativos
de forma similar al tipo numeric. Es el tipo esperado para conteos.

e Las variables de tipo factor contienen valores unicos (niveles), los cuales
pueden ser nimero o caracteres. Es el tipo esperado para variables categoricas.

* Eltipo character contiene cadenas de caracteres utilizados para almacenar
informacién no numérica.

» Eltipo de dato POSIX1t se explico en una secciéon anterior referente a la ma-
nipulacién de fechas.
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# Tipo de variable
class (personas$estatura)
[1] “numeric”

class (personas$genero)

[1] “factor”

Es posible que el tipo de una variable en una tabla de datos no resulte apropiado para
su analisis. Esto puede suceder porque en ocasiones, al importar de un archivo, R au-
tomaticamente asigna el tipo basado en el contenido de la variable. Por ello, R provee
funciones que permiten convertir el tipo de variable a otro, las cuales se encuentran
resumidas en la tabla 3.10.

Tabla 3.10. Funciones de conversion de tipo de variable en R

Propdsito Funcién R
Convertir a numeric as.numeric
Convertir a integer as.integer

Convertir a factor as.factor

Convertir a character as.character

Fuente: Elaboracion propia

3.3.2. Estadisticas de resumen en R

La tabla 3.11 muestra las funciones R utilizadas para calcular las estadisticas de re-
sumen de una variable en un conjunto de datos. Cada una de ellas recibe como pa-
rametro un vector o una variable de una tabla de datos, a excepcion de la funcion
summary, que puede ser directamente aplicada a la tabla de datos y calcula las esta-
disticas de resumen de todas las variables presentes en la misma.

Tabla 3.11. Funciones estadisticas comunes en R

Proposito Funcién R
Media aritmética mean
Mediana median
Desviacion estdndar sd
Rango de la variable range

Cuantiles experimentales quantile

Miximo max
Minimo min
Resumen summary

Fuente: Elaboracion propia
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Un tipo de analisis muy comun se presenta cuando es necesario calcular una
estadistica de resumen de una variable continua para cada nivel de una o mas varia-
bles categoéricas. Por ejemplo, se desea saber la estatura y el peso promedio (variables
continuas) de todas las mujeres y hombres presentes en el estudio, teniendo en cuenta
que es una variable categorica con dos niveles “F” y “M”. La forma de lograr esto
es haciendo uso de la funciéon aggregate, que permite calcular estadisticas “de
grupo”, esto es, por cada nivel de una variable categorica.

La funcién aggregate recibe por parametro un (sub)conjunto de datos, la va-
riable categorica sobre la cual se va agrupar y la funcidén que calcula la estadistica. La
razon por la cual usualmente la funcién recibe como parametro un subconjunto y no
toda la tabla de datos, es debido a que para algunas variables (como las categoricas)
no tiene sentido el calculo de una estadistica definida solo para variables continuas.
Con esto se resalta que se debe tener siempre presente el tipo de cada variable en el
conjunto de datos.

El siguiente ejemplo muestra el uso de la funciéon aggregate calculando el peso
y la estatura promedio por género.

# Funcién aggregate

aggregate ( personas[,c(1,2)], list(Generos=personas$genero), mean )
Generos estatura peso

1 F 1.615000 51.00000

2 M 1.836667 94.66667

3.3.3. Correlaciones en R

Las correlaciones, son indicadores de qué tanto dos variables se relacionan entre si.
En analisis de datos, el calculo de correlaciones es una forma rapida y sencilla de
obtener un entendimiento inicial del conjunto de datos.

La funcién utilizada en R para el calculo de correlaciones es la funcién cor. Esta
funcion recibe por argumento las dos variables cuya correlacion se desea calcular y el
método de correlacion. Sino se especifica explicitamente el método para calcular la
correlacion, la funcion asume el método de correlacién de Pearson.

# Correlacidén de Pearson

cor (x,V)

A diferencia de otras funciones como mean, sd o0 var, la funciéon cor tiene un trata-
miento diferente de los valores faltantes. En lugar de utilizar el parametro na . rm=T debe
emplearse el parametro use="complete.obs”, seglin se muestra a continuacion.

cor (x, y, use="complete.obs”)
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Para utilizar métodos de calculo del coeficiente de correlacion, diferentes al método
de Pearson, se utiliza el argumento method en la funcidén cor. Este argumento pue-
de tomar los valores spearman o kendall para utilizar los métodos de Spearman o
Kendall, respectivamente.

# Correlacién por método de Spearman
cor (x, y, method="spearman”)
# Correlacidén por método de Kendall

cor (x, y, method="kendall”)

También es posible calcular la covarianza de dos variables utilizando la funciéon cov.
3.3.4. Funciones probabilisticas en R

Esta seccion presenta las principales funciones provistas por R para realizar calculos
que involucren nociones de analisis combinatorio y distribuciones de probabilidad.

La funcién choose (n, k) es utilizada en R para calcular el coeficiente [Zj
Debe recordarse que en el contexto del andlisis combinatorio esta funcidn se inter-
preta como el nimero de formas de seleccionar £ numeros o items de un total de #
disponibles.

# Calculo de combinatoria
choose (45, 5)
[1] 1221759

Desde un punto de vista aplicado, una de las principales ventajas de R como un
entorno estadistico, es tener la posibilidad de realizar calculos combinatorios y tra-
bajar, de manera relativamente rutinaria, con conceptos de teoria de probabilidad
como variables aleatorias, distribuciones de probabilidad o funciones de densidad
de probabilidad.

Un objetivo de este libro es exponer como se realizan calculos que involucran es-
tos conceptos en R. Si bien Unicamente se realiza la exposicidon para una distribucion
continua (la distribucion normal) y para una distribucion discreta (la distribucion bi-
nomial), los conceptos son extrapolables al resto de distribuciones disponibles en R.

En R, cuatro items fundamentales pueden ser calculados para cada distribucion
de probabilidad:

*  Funcién de densidad de probabilidad (o probabilidad puntual, en el caso discre-
to). En el caso continuo, puede interpretarse como una medida de la probabi-
lidad relativa de obtener un valor cercano a un valor x, mientras que en el caso
discreto es la medida que indica la probabilidad de obtener exactamente el valor
x, de ahi el nombre probabilidad puntual.

85[EC



José Nelson Pérez Castillo

e Funcidn de distribucién acumulada. Se interpreta como la probabilidad de ob-
tener un valor x 0 menor en una distribucién dada.

e Funcidn cuantil. Se define como la inversa de la funcién de distribucion acumu-
lada. El p-cuantil es el valor con la propiedad que existe una probabilidad p de
obtener un valor igual o menor a él.

*  Numeros pseudo-aleatorios. Generacioén de nimeros pseudo-aleatorios a partir
de una distribucién de probabilidad.

Para cada distribucion de probabilidad implementada en R, existe una funcion que
calcula cada uno de los items anteriores, funciones que mantienen una notacion
consistente o convencién en todas las distribuciones. Por ejemplo, la distribucién
binomial es nombrada en R como binom; las funciones para calcular los item ante-
riores son dbinom, pbinom, gbinom y rbinom (densidad, probabilidad, cuantil
—debido al término en inglés quantile—, y pseudo-aleatorios —debido al término
random—). De forma analoga, la distribucién normal es denominada en R norm.
Siguiendo la convencion, las funciones para calcular los items son dnorm, pnorm,
gnorm y rnorm, respectivamente.

A manera de ejemplo, se muestra en el siguiente segmento de codigo la forma
de generar numeros pseudo-aleatorios basados en la distribuciéon normal. La funcion
a utilizar es rnorm, la cual recibe por parametro la cantidad de niumeros, la media
y la desviacion estandar. En caso de no suministrar a la funcién la media y la
desviacion estandar se asume una distribucion normal estandar con media 0 y des-
viacién estandar 1.

# Generacidén de numeros pseudo-aleatorios

# Distribucidén normal

rnorm (20)

[1] -2.1231785 0.5694910 -0.6523139 ... -0.7354254
[7] -0.4793231 -0.2873925 -0.6943303
-0.4367968

[13] -0.7645333 -1.1893440 1.1032790 ... -0.4948460
[19] -0.7739264 -0.1588329

rnorm (10, mean=5, sd=1)

[1] 4.029394 5.776133 4.411990 5.901208
7.045746
[9] 4.836043 3.953871

Funciones equivalentes para otras distribuciones de probabilidad teéricas comun-
mente utilizadas se muestran en la tabla 3.12.
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3.3.5. Estadistica inferencial basica en R

La nocion de muestra aleatoria es basica para la estadistica inferencial y tiene que ver
en gran parte con la generacidén de numeros aleatorios. Para lograr esto en el entor-
no R, una primera aproximacion es utilizar la funcion sample, cuyos argumentos
pueden variar, pero generalmente incluyen: un objeto de tipo vector de donde se
obtendra la muestra, el tamafio de la muestra, un indicador de si la muestra se realiza
sin reemplazo (en cuyo caso el tamafo de la muestra no puede ser mayor al tamafio del
vector) o con reemplazo, y las probabilidades de cada uno de los posibles eventos que
no siempre son simétricas. Que una muestra se realice con reemplazo, implica que
pueden existir valores duplicados en la muestra. Adicionalmente, cabe mencionar
que por defecto la funcidén sample realiza el proceso de muestreo sin reemplazo.

Tabla 3.12. Denominaciones de funcion de probabilidad en R

Funcién de Probabilidad ~ Denominacién R

t =
F £
Binomial binom
Poisson pois
Chi Cuadrado chisg
Exponencial exp
Weibull weibull
Geométrica geom
Hipergeométrica hyper
Logistica logis
Beta beta
Gamma gamma

Fuente: Elaboracion propia
Un ejemplo de la utilizacion de la funcidon sample para generar una muestra de
diez nameros del 1 al 1000 con reemplazo y con probabilidades simétricas se muestra
a continuacion:

# Generacidén de una muestra con repeticidén
sample (1:1000, 10, replace=T)
[1] 969 457 756 138 317 512 344 614 878 525

Una aplicacién comun del muestreo consiste en seleccionar un numero aleatorio #
de observaciones de un conjunto de datos. La forma de realizar esto en R, utilizando
la funcién sample se muestra en el siguiente cddigo, en el cual se hace uso de la
funcion nrow para determinar el total de observaciones presentes en el conjunto:
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# Muestreo de un data frame

muestras <- dataframe[sample (l:nrow(dataframe), n), 1]

Al igual que en el ejemplo anterior, si se desea realizar el proceso de muestreo con
repeticion se invoca la funciéon sample con el argumento replace=T.

Una vez se cuenta con un mecanismo para obtener muestras aleatorias, es posible
realizar diferentes analisis estadisticos sobre estas, en particular, con pruebas de hipote-
sis (Seccion 2.3). Siendo R un paquete de software estadistico no es de sorprender que
existan funciones para calcular cada una de las pruebas estadisticas comunes. Una vez
se determina cual es la funcién en R que calcula una prueba, el ejercicio es establecer
cuales son los parametros de la funcion adicionales a la variable datasetSvariable
y sobre todo como interpretar los resultados que R arroja. Las funciones R que realizan
las diferentes pruebas estadisticas se resumen en la tabla 3.13.

Tabla 3.13. Pruebas de hipdtesis comunes en R

Prueba Funcién R Pardmetros
Shapiro-Wilk shapiro.test
Kolmogorox-Smirnov ks.test Pardmetros de la distribucién
t de una muestra t.test mu,conf.level
t de dos muestras t.test var.equal, Férmula del modelo
t de muestras dependientes t.test paired=T
Wilcoxon de una muestra wilcox.test mu
Prueba F var.test Férmula del modelo
Prueba de correlacién cor.test

Fuente: Elaboracion propia

3.3.6. Modelos lineales en R

Para implementar un modelo de regresion lineal en R se utiliza la funcion 1m, que
es la abreviacién de Lineal Model, traduccion literal en inglés de “modelo lineal”. En
su forma mas genérica, la funcion requiere Unicamente una formula para realizar la
regresion y el conjunto de datos sobre los cuales se efectuara la misma.

# Regresién lineal

Im( formula, dataframe)

Como resultado de invocar la funcién 1m se obtiene un objeto R cuyo tipo de dato
es “Im”. Este posee informacion adicional a los coeficientes de la regresion, en parti-
cular informacion como los residuales, el error estandar, el resultado de una prueba
estadistica F'y otra informacion de interés. Toda esta informacion se puede obtener
utilizando la funciéon summary sobre el objeto de tipo “Im”.
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La formula involucrada en la regresion debe tener una sintaxis particular para que
R la interprete como tal. Esta notacion debe seguir la siguiente estructura: dV ar ~ iV
arl + iV ar2 + - +iV arn. En este formato, dV ar representa la variable dependiente,
mientras /¥ ari constituye una o muchas variables independientes, ya que la funcion
1m acepta tantas variables independientes como sea necesario. El simbolo ~ debe
interpretarse como “esta descrita por”, de forma que y ~ x debe leerse como “y estd
descrita por x”.

3.3.7. Series de tiempo en R

Para la manipulacién de series de tiempo, R cuenta con un tipo de objeto denomina-
do ts (iniciales de Time Series). Un objeto R perteneciente a esta clase contiene las
observaciones, el tiempo de inicio y la finalizacion de la serie e informacion sobre
su frecuencia o periodicidad como, por ejemplo, mensual, trimestral, semestral o anual.
Otras extensiones de la plataforma R permiten incluso manipular series de tiempo
hora a hora o incluso minuto a minuto.

La funcién ts es la encargada de crear un nuevo objeto de tipo serie de tiempo.
Recibe como argumento las observaciones de la variable, la frecuencia (1 para datos
anuales, 4 para datos trimestrales, 6 para semestrales y 12 para mensuales) e informa-
cion sobre el inicio y la finalizacién de la serie de tiempo.

# Creacién de una serie de tiempo

ventas.st <- ts( obs, start=c(2003,1), end=c(2004,12), frecuency=12 )

Existen funciones para consultar cada parametro de la serie de tiempo: la funcion
start permite obtener el inicio de la serie de tiempo; la funcidon end permite obte-
ner el final de la serie de tiempo, y la funcién frequency, la frecuencia o periodi-
cidad de la serie de tiempo. Todas ellas reciben por parametro un objeto de tipo ts.

# Funciones para manipulacidén de
# series de tiempo

start (ventas.st)

[1] 2003 1

end (ventas.st)

[1] 2004 12

frequency (ventas.st)

[1] 12

Para usar la funcion que permita obtener una serie de tiempo suavizada mediante la
técnica de promedio mévil es necesario instalar el paquete forecast y cargarlo a
la sesion de trabajo.
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# Instalacién del paquete forecast
install.packages (“forecast”)

library (forecast)

Una de las varias funciones para obtener una serie de tiempo suavizada mediante la
técnica de promedio movil es la funciéon ma —iniciales de moving average o promedio
moévil—. Esta funcidon recibe por parametro la serie de tiempo original y el valor k.
Debe recordarse que este valor es un nimero impar.

# Suavizado mediante promedio mévil

ventas.st.suavizada <- ma (ventas.st, 7)

Para realizar la descomposicion de una serie de tiempo en los componentes de esta-
cionalidad, tendencia e irregularidades (error) se utiliza la funcion st 1. Esta funcién
recibe como argumentos una serie de tiempo y uno denominado s . window que sue-
le tomar el valor “period”, cuyo objetivo es indicar a la funcion que la componente
estacional es la misma para todos los intervalos de muestreo.

# Descomposicién de una serie de tiempo
ajuste <- stl( ventas.st, s.window="period” )
class (ajuste)

[1] Nerl”

Existen varias funciones en R para implementar modelos exponenciales. La instalacion
basica de R provee la funcién HoltWinters, pero en el paquete forecast existe
una funcién mas versatil denominada ets, que permite implementar otros modelos
y que en general se considera mas poderosa que la existente en la instalacion basica.

La funcién ets tiene un formato en el que recibe dos argumentos: 1) la serie de
tiempo y 2) el modelo, especificado con tres letras. La primera letra denota el tipo de
error; la segunda el tipo de tendencia y la tercera letra el tipo de estacionalidad. Las
letras permitidas son A para aditivo, M para multiplicativo, NV para ninguno y Z para
seleccion automatica. Esta amplia versatilidad de la funcion permite que sea utiliza-
da para cualquiera de los modelos exponenciales (simple, holt, holt-winters).

A manera de ejemplo, para un modelo exponencial simple, se utiliza la funcién
ets con el parametro model=. ”ANN”. Esto quiere decir que el error (irregularidad)
es aditivo y no hay componente de tendencia ni de estacionalidad, lo cual es conse-
cuente con los supuestos del modelo.

# Modelo Holt-Winters
ajuste <- ets( st, model="ANN" )
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La funcién ets realiza un ajuste del modelo y calcula los parametros necesarios para
efectuar el pronostico como el valor de a en un modelo exponencial simple. Para hacer
el pronostico, se utiliza la funciéon forecast, la cual recibe como parametro el mo-
delo ajustado y niamero & de valores futuros. Debido a que los modelos exponenciales
suelen funcionar mejor para predicciones de corto plazo, este valor £ no deberia ser
muy alto. De hecho, para valores diferentes a £ =  la funcion repite el valor calculado.

# Prondstico de una serie de tiempo

forecast ( ajuste, 1 )

Finalmente, es importante mencionar que si la funciéon ets se invoca sin el para-
metro model es porque ets esta en capacidad de seleccionar automaticamente el
modelo que mejor se ajuste a los datos.

ajuste <- ets( st )

3.4. Visualizacion en R

Parte fundamental de un proyecto de analisis de datos es la capacidad para comunicar
los resultados de forma clara y efectiva. Debido a esto, los proyectos de analisis de datos
cada vez mas se apoyan en los aspectos de visualizacion de los datos, siendo consecuen-
tes con que los seres humanos tienen la capacidad de extraer informacion ttil a partir
de graficos, ya que estos son mas intuitivos la mayoria de veces. No en vano la frase
“una imagen vale mas que mil palabras” es bastante popular, y de hecho en extremo
precisa para describir su importancia en los proyectos de ciencia de datos, a tal punto
que en ocasiones la estética de las visualizaciones y la informaciéon que provee puede
llegar a tener una importancia equiparable a los analisis estadisticos (jlo cual no quiere
decir de ninguna forma que un excelente grafico pueda camuflar un mal analisis!).

R provee facilidades para visualizar diferentes tipos de graficos y tablas y
funcionalidades para realizar graficos personalizados con amplio control sobre la
apariencia de los mismos. R permite crear graficos elegantes e informativos de mane-
ra directa y con menor dificultad que en otros paquetes estadisticos. Sin embargo, esta
amplia funcionalidad hace que no sea posible cubrir en este libro todas las funciones
de R para realizar graficas reduciendo la presentacion a aquellas mas utilizadas.

3.4.1. Gréficos x-y

El grafico x-y estandar permite visualizar dos variables x e y, cada una de ellas
con su respectiva etiqueta (que puede ser personalizada), asi como adicionar titu-
los o subtitulos al grafico. Este tipo de grafico es muy utilizado para determinar la
relacion entre dos variables continuas, siendo x la variable explicativa e y la variable
de respuesta.
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La funcién plot esla funcion de R encargada de visualizar este tipo de grafico, la
cual recibe como parametros —en su version mas sencilla— las dos variables (figura
3.3.) o parametros adicionales, como el titulo del grafico (main), el subtitulo (sub) o
los nombres de las variables (x1ab/y1ab), entre otros tantos parametros (figura 3.4.).

# Grafico x-y simple

x <- personas$estatura

y <- personas$peso

plot (x,y)

# Gréafico x-y con titulo y etiquetas

plot (x,y,main="Estatura vs Peso”, xlab="Estatura”, ylab="Peso”)

Figura 3.3. Grafico xy simple con funcién plot

60 70 80 90 100
1 i i i
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o
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165 160 165 170 175 180 185 190

X

Fuente: Elaboracion propia

Figura 3.4. Grafico xy simple con configuraciones adicionales

Estatura vs Peso
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1 1
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1

50
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Fuente: Elaboracion propia
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También es posible personalizar el caracter utilizado en el grafico (el cual por defecto
es un circulo) haciendo uso de los parametros pch y bg. El parametro pch hace refe-
rencia al tipo de simbolo a utilizar, el cual puede ser un disco sin relleno, un triangulo,
una cruz, una estrella u otros tantos. A la fecha de escritura de este documento, pch
puede tomar valores entre 1y 25. Si el caracter utilizado en el grafico permite color
de relleno (valores 21 a 25 en pch), bg representa el color de llenado del caracter, al
cual se asigna una cadena de caracteres con el nombre del color. El nombre del color
debe estar en idioma inglés, siendo valores validos “green”, “red”, “blue”, “cyan”,

“purple”, “magenta” y otros mas que se encuentran en la documentacién de la fun-
cion. Esta personalizacion puede verse en la figura 3.5.

Figura 3.5. Grafico xy simple con configuraciones adicionales (2)

Estatura vs Peso
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L L L
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Fuente: Elaboracion propia

En el modelo de graficos utilizado por R, es posible dibujar puntos, lineas e incluso
texto en la misma regién de un grafico que previamente se ha dibujado utilizando la
funcién plot, como por ejemplo a la hora de comprobar visualmente si cualquiera
de las graficas se ajusta a alguna distribucion de probabilidad particular.

Para dibujar texto en una region grafica se utiliza la funcion text, que recibe

({2}

por parametro los puntos “x” e “y” y el texto que se desea imprimir. Es importante
aclarar que los argumentos “x” e “y” estan referenciados a la misma escala que pre-
viamente se utilizo en la funcion plot. La figura 3.6. muestra el resultado de ejecu-
tar en R el siguiente c6digo de ejemplo, en el cual debe notarse como los parametros
utilizados en la funcidén text corresponden con las escalas utilizadas previamente

en la funciéon plot.
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# Dibujo de texto

plot (x,y,main="Estatura vs Peso”, xlab="Estatura”, ylab="Peso”)
text (1.60, 90, “Texto 1”)

text (1.85, 60, “Texto 2”)

Figura 3.6. Grafico xy simple con texto

Estatura vs Peso

S 4 Texto 1 °

@ Texio 2

o

T T T T T T T T
1.55 1.60 1.65 170 175 1.80 185 1.90

Estatura

Fuente: Elaboracion propia

Para dibujar una o varias lineas rectas sobre un grafico puede utilizarse la funcion
abline, la cual recibe como argumentos dos valores a y b y dibuja sobre la region
de graficos la linea y = g + bx. También es posible utilizar esta misma funcién para
dibujar lineas verticales u horizontales, invocando la funcién con los parametros h
y v. Formas alternativas de dibujar lineas continuas se explicardn posteriormente.

# Dibujo de lineas rectas

abline (h=80, v=1.70)
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Figura 3.7. Grafico xy simple con lineas sobrepuestas

Estatura vs Peso
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o
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155 1.60 165 170 175 1.80 185 1.90
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Fuente: Elaboracion propia

En ocasiones no se desean graficar inicamente los puntos (x, y) de la grafica, sino
también la conexién entre estos mediante segmentos de recta. Para lograr este obje-
tivo, la funcion plot provee un argumento denominado type que logra el objetivo
que se busca cuando el valor es “b”, esto es, type="b”. La letra “b” es debido al
término both en inglés, que significa “ambos” e indica que se van a graficar tanto
lineas como puntos.

# Dibujo de lineas continuas
plot (x,y,main="Estatura vs Peso”, xlab="Estatura”,

ylab="Peso”, type="b")

Como es de esperarse, debido a las caracteristicas de personalizacién que permiten
los graficos en la plataforma R, es posible cambiar el tipo de linea (solida, punteada,
intercalada, etc.) y su grosor. El parametro 1ty especifica el tipo de linea, el cual es
un numero entero entre 1y 6. Por su parte, el pardmetro 1wd expresa con un numero
entero un valor relativo al grosor predeterminado, de forma que un valor de 2 indica
un grosor del doble del valor predeterminado, 3 el triple del grosor y asi para otros
valores. Mayor informacién de estas opciones de configuracién se puede encontrar
en la documentacioén de la funcién plot. La figura 3.9 ilustra como luce la figura 3.8
cuando se cambia el tipo y el grosor de la linea que conecta los puntos.

# Personalizacidén de tipo y grosor de linea
plot (x,y,main="Estatura vs Peso”, xlab="Estatura”,

ylab="Peso”, type="b", lty=4, lwd=3 )
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Figura 3.8. Grafico xy simple con lineas conectando los puntos
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Figura 3.9. Grafico xy simple con lineas conectando los
puntos. Configuracion de tipo y grosor de linea
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Sin embargo, para que la apariencia de un grafico con una linea conectando los dis-

tintos puntos sea la esperada, los datos del eje “x” deben estar ordenados ascendente-

mente. En este capitulo se introduciran otros tipos de graficos comunes y ttiles en

analisis de datos.
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3.4.2. Gréficos de barras

Son herramientas utiles para visualizar valores agregados (totales por categoria), por
ejemplo, de una variable. Consiste en un conjunto de rectangulos o “barras” donde
la altura de cada barra corresponde con el valor de la variable.

En la plataforma R, la funcion utilizada para realizar un grafico de barras es la
funcion barplot, que recibe por parametro la salida de una funcién de agregacion,
esto es, una funcion que genera un Unico valor a partir de una coleccion tal como la
funcién sum o la funciéon count (la cual se encuentra en el paquete dplyr).

Existen maultiples formas de tratar con las funciones de agregacién, pero quizas
la mas conveniente al trabajar con los graficos de barras es la funcion by, la cual es
analoga a la instruccion GROUP BY utilizada en SQL. Es usada para realizar opera-
ciones de agregacion sobre una variable que puede tomar diferentes valores. Toma
por parametro la tabla de datos, la variable en la cual se quiere aplicar la funcion de
agregacion (variable a agrupar), y la funcién de agregacion a aplicar a cada subcon-
junto. La funcién también puede agregar maultiples variables pasando una lista en
lugar de una tnica variable como segundo argumento de la misma.

A manera de ejemplo de como utilizar la funcién by, considérese el problema de
totalizar cuantas observaciones de cada género se tienen en un data frame de perso-
nas, segun la estructura que se ha venido manejando en el capitulo. En este caso, la
funcién se invoca con los parametros by (personas, genero, count), siendo “personas”
la tabla de datos, “genero” la variable cuyos subconjuntos se desean agregar y
“count” la funcién de agregacion.

# Ejemplo de la funcién by para totalizacidn

by (personas, genero, count)

En este caso particular, también puede utilizarse la funciéon table para el mismo fin,
ya que es una funcion de agregacion. Sin embargo, en general puede llegar a ser mas
conveniente utilizar la funcion by.

# Ejemplo de la funcién table para agregacién
table (personas$genero)

F M

2 3
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La funciéon barplot utiliza la salida generada por una funcion de agregacion para
producir la grafica de barras. En el ejemplo anterior, la altura de cada barra corres-
ponde a cuantas observaciones tiene cada género, segin se muestra en la figura 3.10.

Figura 3.10. Grafico de barras utilizando la funcién “barplot”

15
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1

Fuente: Elaboracion propia

3.4.3. Histogramas

Son gréficos que ilustran la frecuencia con la que aparece cada valor de una varia-
ble, se utilizan cuando se desea obtener una idea de la forma de una distribucion de
probabilidades, dividen el eje x de la grafica en compartimentos o divisiones e ilus-
tran un conteo de cuantas observaciones se encuentran en esa divisién, usualmente
como un grafico de barras.

En el entorno R, el comando utilizado para dibujar un histograma es el comando
hist, que recibe por parametro la variable cuyo histograma se desea graficar (es la
version mas sencilla del comando), asi como otros parametros que permiten la per-
sonalizacion de la grafica.

# Histograma
x <- rnorm( 100 )

hist (x)

El argumento breaks permite determinar el nimero de divisiones o compartimen-
tos del histograma, y puede ser especificado como un nimero o como un vector, lo
cual es necesario cuando cada division tiene una escala diferente. A manera de ejem-
plo (tomado de [3]) considérese un conjunto de datos con valores que representan
el numero de accidentes en funcién de diversos grupos de edad. Estos conteos son
realizados sobre los grupos de edad 0-4, 5-9, 10-15, 16, 17, 18-19, 20-24, 25-59 y 60-
79 anos. Como puede observarse no hay uniformidad en la escala de los grupos de
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edad, ya que en algunos casos solo se contempla un aflo, mientras en otros existen
hasta 19 de diferencia.

Edades Accidentes

0-4 28
5-9 46
10-15 58
16 20
17 31
18-19 64
20-24 149
25-59 316
60-79 103

# Histograma con escala no uniforme

accidentes <- c (28, 46, 58, 20, 31,
64, 149, 316, 103)

med.edades <- c¢(2.5, 7.5, 13, 16.5, 17.5,
19, 22.5, 44.5, 70.5)

limites <- c¢(0, 5, 10, 16, 17, 18, 20,
25, 60, 80)

Figura 3.11. Ejemplo de histograma

03
]

Density
02

0.1

00

Fuente: Elaboracion propia

El enfoque en este caso es generar un conjunto relevante de “observaciones” para
cada grupo de edad, representandolo con su punto medio. Después de esto, y con
el objetivo de graficar el histograma, se genera un nuevo vector con los limites de
cada division. Finalmente, se grafica el histograma utilizando la funcién hist con
el argumento breaks.
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hist( rep( med.edades, accidentes), breaks=limites)

Figura 3.12. Ejemplo de histograma con divisiones no uniformes
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Fuente: Elaboracion propia

3.4.4. Graficos Q-Q

Los graficos “cuantil vs. cuartil” (o graficos Q-Q) tienen como propdsito determinar
si los datos que se grafican provienen de una distribucion determinada, en cuyo caso
se obtiene una linea recta. Son utilizados especialmente para visualizar de forma
grafica si una variable esta distribuida normalmente, es decir, si sus datos provie-
nen de una distribucion normal (con cualquier varianza y media). Para este propo-
sito particular, se utiliza la funcion ggnorm, que recibe como parametro la variable.
Un ejemplo de grafico Q-Q obtenido con esta funcion se muestra en la figura 3.13.

# Grafico Q-0
x <—= rnorm(100)

ggnorm (x)
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Figura 3.13. Ejemplo de grafico Q-Q

Normal Q-Q Plot

Sample Quantiles
0 1
1 1

Theoretical Quantiles

Fuente: Elaboracion propia

3.4.5. Gréficos de caja

También conocido como “diagrama de cajas y bigotes”, es un resumen grafico de
una variable o de una distribucion y representa de manera visual la gran mayoria de
estadisticas descriptivas que se calculan en la funcién summary. Un ejemplo de este
grafico se muestra en la figura 3.14.

Figura 3.14. Ejemplo de grafico de caja
o §

Fuente: Elaboracion propia

La interpretacion de un grafico de caja es como sigue: la caja en la mitad del grafico
tiene varios “ejes”, que aproximadamente representan los cuantiles: el eje inferior de
la caja representa el primer cuartil del 25 % Q1; el eje de la mitad representa la media-
na (cuartil del 50% o Q2), y el eje superior representa el tercer cuartil Q3. Las lineas
por fuera de la caja (los “bigotes”) muestran las observaciones con los valores maxi-
mo y minimo que residen dentro de una distancia de 1.5 veces el rango intercuartil.
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Las observaciones que quedan por fuera de estas lineas son “valores extremos” y se
muestran separadamente.

A manera de ejemplo, supdéngase que una variable tiene un rango intercuartil de
IQR =3,909 y que sus cuartiles son Q1 = 10,995 y Q3 = 14,904. Con estos datos se
consideraran valores extremos a todos aquellos valores menores que 10,995 — 1,5 *
3,090 = 5131,5 o mayores que 14,904 + 1,5 * 3,909 = 20767,5.

3.4.6. Multiples graficos

Es posible lograr un nivel de personalizacién de los graficos en R bastante avanza-
do, teniendo la posibilidad de controlar muchos detalles de un grafico, como el tipo
y grosor de linea, tipo y tamafio de fuente, colores, tamafio del grafico, regiones
del grafico, division en subfiguras, etc. Si bien algunas de estas opciones pueden ser
controladas mediante los argumentos de las funciones plot, hist, box y similares
(dependiendo del tipo de grafico), otras requieren manejo diferente, este es el caso si
se requiriera la generacién de multiples graficos.

Para colocar muchos elementos en la misma grafica, es necesario utilizar la fun-
cion par, la cual es una funcion versatil de R utilizada para la configuracién de mar-
genes, anchos, lineas, colores y tamafnos a un nivel “global”. Como es de esperarse,
todos estos aspectos de visualizacidon se configuran a través de parametros, y en el
caso particular de los multiples graficos, estos son mfrow y mfcol.

Cuando se invoca la funcion par con el parametro mfrow, se especifica que los
graficos deben quedar uno al lado del otro, en un determinado nimero de columnas
n. Por ejemplo, si se desea una unica fila y tres columnas, el valor que debe tomar el
parametro mfrow es mfrow=c (1, 3). De forma andloga, el parametro mfcol es
utilizado cuando se desean graficos que se muestren uno encima del otro. En este
caso el parametro toma el valor mfcol=c (m, 1), donde m representa el nimero de
graficos que se desean apilar.

A manera de ejemplo, se elaborard un grafico que muestre simultdneamente una
grafica de caja, un histograma y una grafica Q-Q de una variable, organizados uno al
lado del otro. El codigo R para lograr este objetivo es el siguiente:

# Maltiples graficos
val <- rnorm(50)
par (mfrow=c (1, 3))
boxplot (val)

hist (val)

ggnorm (val)

par (mfrow=c(1,1))
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El grafico resultante del anterior ejemplo se muestra en la figura 3.15. También es
importante aclarar el porqué de la tltima linea en el c6digo del ejemplo anterior; esta
linea es necesaria para que el entorno grafico retorne a su funcionamiento por defec-
to de un grafico a la vez, caracteristica que fue alterada al utilizar la funcion par.

Figura 3.15. Ejemplo de varios graficos

Histogram of val Normal QQ Plot

Frequency
‘Somplo Quartics

Fuente: Elaboracion propia
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4. Fuentes y preparacion de datosenR

Para aprender el mdximo posible de cualquier situacion o experiencia, se necesita recoger informacion
desde el mayor nuimero de puntos de vista posibles.

—John Grinder

Este capitulo trata del proceso referente a la obtencién de datos, se asume que los
datos necesarios para resolver el problema de analisis existen en algun lugar, en al-
guna forma, sean estos descargables de una pagina web, de una base de datos que
puede ser consultada o ser accesibles a través de una Interfaz de Programacién de
Aplicaciones o Application Programming Interface (API), ademas de archivos en varios
formatos, comprimidos en algunos casos.

En ciertas ocasiones los datos estan disponibles de forma publica, pero no se en-
cuentran directamente descargables o no cuentan con una API para obtenerlos; aun
en este caso, es posible obtenerlos mediante un proceso conocido como scrapping,
utilizando “robots” que navegan sitios web y sus hipervinculos. En muchos casos,
los datos tienen formato de texto, por lo que no es de extrafiar que la mayoria de he-
rramientas utilizadas en el analisis estén preparadas para procesar este tipo de datos.

4.1. Archivos
4.1.1. Archivos de texto plano

Uno de los formatos mas utilizados para representar un conjunto de datos es el de
Valores Separados por Coma o Comma-Separated Values (CSV). En este formato, es
posible representar directamente un data frame donde cada fila del archivo corres-
ponde a una observacion. Las variables de esta son espaciadas mediante un simbolo
separador, el cual usualmente es el simbolo de la coma (“,”), aunque también es posi-
ble encontrar como separador el punto y coma (“;”), una tabulacién (espacios conse-
cutivos) u otros caracteres como “/” o “#”. En este formato es comun que la primera
fila tenga los nombres de las variables, también conocido como encabezado, con lo

cual el archivo CSV genérico correspondiente al data frame 2.1 luciria como sigue:
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x1l, x2, %3, "+, Xp
x11, x12, x13, --- , xlp
x21, x22, %23, -+, X2p
%31, x32, x33, -+, x3p
xnl, xn2, xn3, - , xXnp

Para cargar un archivo externo en formato CSV en un entorno de trabajo R se utiliza
la funcién read. csv, la cual recibe por parametro un nombre de archivo y devuelve
por resultado un objeto de tipo data frame. La funcion asume que el archivo cuyo
nombre se pasa como argumento de la funcidn se encuentra en el directorio de tra-
bajo actual del entorno R; en caso de no estar en este directorio, el argumento de la
funcion read. csv debe referenciar la ruta completa del archivo.

# Lectura de un archivo en formato CSV

datos <- read.csv(“ejemplo.csv”)

Existen ligeras variaciones o situaciones que pueden llegar a ocurrir al leer un archivo
de texto plano en formato CSV; la primera de ellas tiene que ver con el hecho de que
el archivo no tenga los distintos encabezados o nombres de las variables, las cuales
R asume como parte del formato. En este caso, la funcidén read. csv requiere un
nuevo argumento denominado “header” que toma un valor falso para indicar que
los encabezados no se encuentran presentes. En estas circunstancias, las variables
adquieren nombres genéricos V1, V2, etc, comportamiento que puede ser cambiado
con el argumento col .names que toma como valor un vector con los nuevos nom-
bres de las variables.

A manera de ilustracion, supéngase que el archivo ejemplo.csv no tiene
los encabezados y se quieren renombrar sus variables a “Nombre”, “Apellido” y
“Genero”. El cddigo R para lograr esto se muestra a continuacion.

# Lectura de un archivo CSV sin encabezados
datos <- read.csv(“ejemplo.csv”, header=FALSE,

col.names=c (“Nombre”, “Apellido”, “Genero”))

Una segunda situacion tiene que ver con los datos faltantes, ya que si bien algunos
archivos pueden representar este hecho con un campo vacio, otros pueden utilizar
algun simbolo especial para lo mismo. En este caso, el argumento na.strings
debe ser pasado a la funcién read.csv indicando los caracteres utilizados para
representar datos faltantes.
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# Lectura de un archivo CSV con datos faltantes

vy

datos <- read.csv(“ejemplo.csv”, na.strings=

“ o
K

Para aquellos archivos que no utilizan como separador de valores el simbolo
(coma), R provee la funciéon read.table, que se usa de forma similar a read.
csv; el argumento sep es aplicado para indicar el simbolo manejado como sepa-
rador, segiin se muestra en el siguiente ejemplo, donde el simbolo “/” es utilizado
como separador.

# Lectura de un archivo CSV con separador no estandar

datos <- read.table (“ejemplo.csv”, sep="/"”, header=TRUE)

Una vez se tiene el archivo en un objeto de tipo data frame es posible manipularlo,
tal como se explica en la seccion 3.2.6, bien sea utilizando la notacion de “brackets”
o la notacion dataframeSvariable.

De forma andloga, R provee una funcion write.csv para exportar una tabla
de datos a un archivo en formato CSV. La funcion recibe por parametro la tabla de
datos a exportar y el nombre del archivo al cual exportar; como resultado de invocar
la funcién no se produce ninguna salida en la consola de R. Cabe mencionar que si
existe un archivo con el mismo nombre, este sera sobrescrito sin ninguna advertencia
por parte de R, por lo que es importante validar que no se sobrescriba algiin archivo
vital del cual no se tenga respaldo.

# Escritura de un archivo CSV

write.csv(datos, “ejemplo escritura.csv”)

Sin embargo, al exportar de esta forma se crea una columna adicional que contiene el
numero de la observacion, situacion que no siempre es deseable. Para prevenir esto,
se debe invocar la funcién con un argumento adicional row.names, al cual se le
debe asignar un valor F o falso.

# Escritura de un archivo CSV sin numero de
# observacidén

write.csv(datos, “ejemplo escritura.csv”, row.names=F)

4.1.2. Archivos JSON

JavaScript Object Notation (JSON) es un estandar de almacenamiento e intercambio

de datos frecuentemente encontrado por las aplicaciones web para proveer datos a
los desarrolladores de aplicaciones. Usualmente es el lenguaje de intercambio en
muchas aplicaciones orientadas a servicios, esto es, que definen interfaces para que los
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programadores o los programas se comuniquen con estas aplicaciones, bien sea para
consultar datos o para actualizarlos. Si bien el formato tiene sus origenes en el len-
guaje JavaScript, este es independiente del mismo y puede ser interpretado por cual-
quier lenguaje de programacion, incluyendo R. A manera de ejemplo de la forma
como luce un formato en archivo JSON, considérese el siguiente conjunto de datos:

estatura peso genero
11. 68 55 F
2 1. 84 91 M
31. 78 88 M
4 1. 55 47 F
51. 89 105 M

El archivo JSON cuya informacion es equivalente al anterior conjunto de datos es
el siguiente:

{
“estatura”: 1.68,
“peso”: 55,
“genero”: “F”

by

{
“estatura”: 1.84,
“peso”: 91,
“genero”: “M”

b

{
“estatura”: 1.78,
“peso”: 88,
“genero”: “M”

by

{

“estatura”: 1.55,
“peso”: 47,
“genero”: “F”

by

{

“estatura”: 1.89,
“peso”: 105,
“genero”: “M”

}

]
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Si bien la estructura general del lenguaje es bastante intuitiva, algunos aspectos
particulares de su sintaxis merecen comentarios aclaratorios. El primero a resaltar
del formato JSON es la importancia de los paréntesis y las llaves, en particular los
simbolos “

[” “] bR
)

y “”. Estos funcionan como sigue:

@ “»

» Lasllaves “” y “” son utilizadas para delimitar cada objeto u observacion. A su
vez, cada objeto puede contener otros objetos, arreglos, pares llave/valor u otras
colecciones.

*  Los paréntesis cuadrados “[” y “]” delimitan arreglos, es decir, secuencias orde-
nadas de objetos o valores.

Los datos en JSON corresponden a pares llave-valor, esto es, a objetos que pueden ser
accedidos por un nombre o identificador denominado Zlave y a su valor como tal, el
cual puede ser un numero, una cadena de caracteres, un valor l6gico, un arreglo, otro
objeto o incluso un valor desconocido o null. Los valores se separan de las llaves
por el simbolo :, mientras los objetos se separan uno del otro mediante el simbolo ,.
Las llaves y todos aquellos valores de tipo cadena de caracteres van encerrados en los
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caracteres “” y

Existen al menos tres paquetes en R para importar, exportar y manipular archivos
JSON: rjson, RJISONIO y jsonlite. Sibien la conversion entre objetos JSON
y objetos R en algunos casos no es tan directa, la libreria jsonlite es quizasla que
mas ha trabajado en estos aspectos de las tres y es por ello que sera la libreria utiliza-
da en este documento.

# Importar libreria jsonlite
install.packages (“jsonlite”)

library(jsonlite)

Las dos funciones principales a utilizar son aquellas para convertir un objeto R de
tipo data frame al formato JSON y aquella que realiza el proceso inverso. La primera
funcioén es toJSON, que recibe como argumento el objeto de tipo data frame y posi-
blemente el argumento pretty = TRUE para que los datos queden con los niveles
de identacion correctos. La segunda funcion es fromJSON, que recibe un archivo en
formato JSON vy retorna un objeto de tipo data frame equivalente. Como ejemplo,
supdngase la existencia de un objeto data frame denominado personas y de un
archivo personas.json. Las anteriores funciones se utilizan como sigue:

# Conversién de un data frame a JSON
personas.json <- toJSON (personas, pretty=TRUE)
# Conversién de JSON a data frame

personas.json <- fromJSON (“personas.json”)
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Una vez se tiene el contenido de un archivo JSON en una estructura de R como data
frame pueden realizarse las diferentes manipulaciones a las que haya lugar.

4.1.3. Imégenes

De los multiples tipos de archivos que se encuentran en la red global internet, entre
los mas frecuentemente encontrados estan aquellos de tipo imagen. Las imagenes
pueden estar en diferentes formatos, siendo . jpg, .png o.tiff los mas populares.
En este libro son de particular interés aquellas imagenes que contienen texto, como
las imagenes mostradas en las figuras 4.1 y 4.2.

Figura 4.1. Imagen con texto en idioma inglés

This is a lot of 12 point text to test the
ocr code and see if it works on all types
of file format.

The quick brown dog jumped over the
lazy fox. The quick brown dog jumped
over the lazy fox. The quick brown dog
jumped over the lazy fox. The quick
brown dog jumped over the lazy fox.

Fuente: Elaboracion propia

Figura 4.2. Imagen con texto en idioma espafiol

La red social Facebook

Facebook es una red social de la que ya disfrutan mil millones de
habitantes de todo el planeta. Desde sus inicios hace ya varios afos,
esta herramienta social ha significado un cambio muy significativo en lo
que a las relaciones personales se refiere. Facebook ha conseguido, con
sus aciertos y errores, formar parte de nuestra cotidianidad o tal y
como afirma su creador, Mark Zuckerberg “ Hacer el mundo mas abierto
y conectado”.

Pero tal y como he dicho anteriormente, los usuarios de esta
famosisima red social son conscientes de sus virtudes, pero también de
sus debilidades. Por una parte, hay que decir que Facebook es una
plataforma social gratuita de la que puedes formar parte con sélo tener
una cuenta de correo. Ademds te permite estar en contacto con
personas que en otras circunstancias dificilmente podrias conocer,
relacionarte o intercambiar todo tipo de informaci6n. Otro aspecto
positivo tiene que ver con el hecho de que te permite estar informado
de los acontecimientos mas relevantes que ocurren a tu alrededor o en
el mundo. En mi caso debo decir que hace afios que uso esta red social
y me ha permitido estar en contacto con muchos profesionales del
mundo de la Educacién. Hasta aqui algunos de los aspectos positivos
que podemos destacar de la red social Facebook. Pero no todo son
ventajas. Todo el mundo sabe que muchos usuarios no tienen la edad
minima para formar parte de la plataforma. Otros aspectos negativos
son la facilidad con la que pueden suplantar nuestra identidad y los
problemas de privacidad como colgar fotos sin previa autorizacion, A
estos inconvenientes hay que afadir los problemas de adiccidn de esta
red social que pueden provocar problemas de relacion o de baja
autoestima.

En definitiva, Facebook es una red social que ha llegado y lo ha hecho
para quedarse. Es por ello que son los usuarios los que deben asumir la
responsabilidad de hacer un buen uso. Si es asi, si somo capaces de
educar y educarnos en las buenas practicas, con toda seguridad las
ventajas seran muchisimas mas que los inconvenientes.

Fuente: Elaboracion propia
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El proceso de extraer el texto de documentos, como las imagenes mostradas o do-
cumentos digitalizados, se conoce como Reconocimiento Optico de Caracteres u Optical
Character Recognition (OCR). Reconocer patrones visuales, si bien es un proceso na-
tural e intuitivo para los seres humanos, es increiblemente complicado para las ma-
quinas, especialmente si la imagen contiene ruido u otros artefactos; de hecho, la
exactitud de los resultados depende de la calidad de la imagen. El porqué este proce-
so es complejo involucra muchos factores, pero quizas uno de los mas relevantes es
que los seres humanos utilizan todo su conocimiento previo del lenguaje para inferir
las ideas y entenderlas sin tener que realizar el proceso letra por letra o palabra por
palabra, proceso que si deben realizar las maquinas (a la fecha). También es asom-
brosa la capacidad de los seres humanos para reconocer los simbolos del lenguaje en
diferentes formas, tipos, tamafos y colores, caracteristicas que dificultan el proceso
a las maquinas.

Lalibreria en R que se va a utilizar en este libro para el proceso de reconocimiento
optico de caracteres se llama tesseract, software de coddigo abierto para este pro-
ceso. La forma de instalar la libreria se muestra a continuacion:

# Instalacidén de la libreria tesseract
install.packages (“tesseract”)

library (tesseract)

La funcién del paquete tesseract utilizada para realizar el proceso de reco-
nocimiento Optico de caracteres se denomina ocr y recibe por parametro en su
versidbn mas simple una imagen en alguno de los formatos de imagen populares.
La funcion retorna un objeto de tipo cadena de caracteres.

# Reconocimiento éptico de una imagen
texto <- ocr (“texto-ejemplo-ingles.jpg”)
class (texto)

[1] “character”

El conocimiento previo del lenguaje, necesario para lograr un proceso de recono-
cimiento Optimo con adecuados niveles de precision se encuentra en unos archivos
con datos entrenados, utilizados por tesseract para dar contexto a las palabras.
Esta informacion se usa, por ejemplo, para diferenciar el nimero 1 de la letra “1”
que, en ocasiones, lucen exactamente iguales al 0jo humano. Este archivo para idio-
ma inglés, idioma por defecto, se denomina eng.traineddata. El porqué este
es el idioma por defecto y el que ofrece mejores resultados es consecuencia directa
de que la gran mayoria de investigacion y ciencia fundamental para los procesos de
OCR y de procesamiento de lenguaje natural se han desarrollado en idioma inglés.
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A manera de ejemplo, se puede observar que el texto de la figura 4.1 es decodificado
casi perfectamente.

# Reconocimiento éptico de una imagen
texto <- ocr (“texto-ejemplo-ingles.jpg”)

cat (texto)

This is a lot of 12 point text to test the
cor code and see if it works on all types
of file format.

The quick brown dog jumped over the

lazy fox. The quick brown dog jumped

over the lazy fox. The quick brown dog
jumped over the lazy fox. The quick

brown dog jumped over the lazy fox.

Considérese a manera de otro ejemplo, el texto mostrado en la figura 4.3. En este
caso el texto es decodificado perfectamente a partir de la imagen. Se enfatiza una vez
mas en que la libreria esta altamente entrenada y probada para el inglés, idioma para
el cual funciona con excelentes niveles de exactitud.

Figura 4.3. Otra imagen de ejemplo con texto en idioma inglés

When in the Course of human events, it
becomes necessary for one people to dissolve
the political bands which have connected them
with another, and to assume among the
powers of the earth, the separate and equal
station to which the Laws of Nature and of
Nature's God entitle them, a decent respect to
the opinions of mankind requires that they
should declare the causes which impel them to
the separation.

# Reconocimiento éptico de una imagen
texto <- ocr (“texto-ejemplo-ingles-2.jpg”)
cat (texto)

When in the Course of human events, it

becomes necessary for one people to dissolve
the political bands which have connected them
with another, and to assume among the

powers of the earth, the separate and equal
station to which the Laws of Nature and of
Nature’s God entitle them, a decent respect to
the opinions of mankind requires that they

should declare the causes which impel them to

the separation.
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Dado que no es el idioma por defecto, es necesario descargar los datos entrenados
para el lenguaje espafiol. Esto se realiza con la funcién tesseract download,
que recibe por parametro el lenguaje cuyos datos entrenados se desean descargar.
Para el caso del idioma espafiol, el parametro es “spa”.

# Descarga de datos de entrenamiento para

# idioma espafiol

tesseract download(“spa”)

Una vez se descargan los datos de entrenamiento para el idioma espafiol, es posible
realizar el proceso de decodificar las imagenes con la funciéon ocr. Sin embargo, es
necesario indicarle explicitamente a la funciéon que el idioma que se va a utilizar es el
espafol, hecho que se indica con el parametro engine = tesseract (language

— \\Span) .

# Reconocimiento éptico de una imagen
# en lenguaje espafiol
texto <- ocr (“texto-ejemplo-3.jpg”,
engine = tesseract (language = “spa”) )

cat (texto)

La red social Facebook

Facebook es una red social de la que ya disfmtan
habitantes de todo el planeta. Desde sus inicios
esta herramienta social ha significado un cambio

que a las relaciones personales se refiere. Facebook
sus aciertos y errores, formar parte de nuestra
como afirma su creador, Mark Zuckerberg “ Hacer

y conectado”.

En definitiva, Facebook es una red social que ha
para quedarse. Es por ello que son los usuarios
responsabilidad de hacer un buen uso. Si es asi, si

educar y educarnos en las buenas practicas, con

ventajas seran muchisimas més que los inconvenientes.

Para el caso de la figura 4.2, mostrado en el ejemplo anterior, se observa que los
resultados son aceptables. Sin embargo, vale la pena explorar las limitaciones de la
libreria en el caso del idioma espafiol, a medida que el texto de la imagen adquiere
otros formatos. Ejemplos de este estilo de texto se encuentran en las figuras 4.4 y 4.5.
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Figura 4.4. Ejemplo de imagen con texto en idioma espafiol
éQué es un texto?

¢ Cualquier mensaje completo que se transmite verbalmente
{oralmente o por escrito) en un acto de comunicacién.

¢ Launidad gramatical mas amplia desde el punto de vista
lingtistico, y la unidad del fenguaje mas completa desde el
punto de vista comunicativo porque responde a una
intencién comunicativa (informar, persuadir, instruir,
divertir, etc.)

¢ Se produce siempre en una situacién (circunstancias
extralinguisticas) a la que debe adecuarse y en la que
adquiere sentido.

¢ Tiene una estructura y organizacién interna que le confiere
coherencia.

Fuente: Elaboracion propia

Figura 4.5. Ejemplo de imagen con texto en idioma espafiol

Texto expositivo

La palabra exponer sugiere la nocién de explicar un tema sobre cualquier asunto, con el

fin de que los destinatarios de nuestra presentacién lo conozcan o lo comprendan mejor.

Asi, pues, podemos definir la exposicién como el tipo de texto o discurso cuyo objeto es
transmitir informacién.

La exposicién es, sin duda, la forma més habitual de expresién de las ideas,
conocimientos, noticias... Son también expositivos los tratados cientificos y técnicos, los
libros didécticos, las instrucciones de uso, los prospectos de medicamentos y todos
aquellos textos cuya finalidad consista en informar sobre hechos, conceptos o formas de
hacer.

Dado estos prop6sitos comunicativos, se comprendera la exigencia de la extremada
claridad en la construccién textual de pérrafos y oraciones, y la necesidad de que los
conceptos desarrollados se expresen de manera ordenada. Claridad, orden y objetividad
son las principales caracteristicas de la prosa expositiva, junto al necesario empleo de un
vocabulario que se adectie al tema tratado y la sencillez en la elaboracién de
enunciados.

Fuente: Elaboracion propia

Los resultados obtenidos al ejecutar la funcién ocr sobre el texto de la figura 4.4 son
los siguientes:

# Reconocimiento éptico de una imagen

# en lenguaje espafiol

texto <- ocr (“texto-ejemplo-1.7jpg”,
engine = tesseract (language = “spa”) )

cat (texto)
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;Qué es un texto?

— Cualquiermensnije completo que se transmite verbalmente
(oralmente o por escrito) en un acto de comunicacidn.

— La unidad gramatical més amplia desde el punto de vista
Hng...stico, y la unidad del lenguaje mas completa desde e)
punto de vista comunicativo porque responde a una
intencién comunicativa (informar, persuadir, instruir,
divertir, etc.)

’ Se produce siempre en una situacidén (circunstancias
extraling...5ticas) a ja que debe adecuarse y en ja que
adquiere sentido.

— Tiene una estructura y organizacién interna que le confiere

coherencia.

Que en algunos casos la exactitud de los textos decodificados mediante el proceso de
reconocimiento 6ptico de caracteres no sea el ideal, no deberia tomarse como aspec-
to negativo o indicador de que la libreria tesseract no cumple su funcion para el
idioma espanol. Por el contrario, sea esta breve exploracién suficiente para motivar
al lector a investigar y mejorar las técnicas de procesamiento de lenguaje natural en
espafol, campo con amplia teoria y practica por desarrollar y que, al dia de hoy, se
encuentra bastante lejano en el estado del arte de su contraparte de habla inglesa.

4.1.4. Archivos PDF

Los archivos Formato de Documento Portable o Portable Document Format (PDF) son
un formato estandar (ISO 32000-1) de almacenamiento orientado a documentos di-
gitales. Son de tipo compuesto, lo que quiere decir que constan de imagenes en varios
formatos: texto, elementos multimedia, enlaces, miniaturas y otros componentes.

Es un formato extendido para intercambio de documentos, utilizado por empre-
sas y gobiernos y en general cualquier organizacion o individuo, a tal punto que se
considera un estandar de facto cuando se piensa que un documento esta listo para im-
primir exactamente como se muestra en el archivo. Si bien inicialmente los archivos
se consideraban de solo lectura y se requeria una aplicacion especial para editarlos,
hoy es comun encontrar aplicaciones, muchas de c6digo abierto, para editar directa-
mente los documentos PDF.

El paquete en R para realizar las diversas funcionalidades de procesamiento de un
documento PDF se denomina pdftools.

# Instalacién de pdftools
install.packages (“pdftools”)
library (pdftools)
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Una vez se instala el paquete pdftools es posible acceder al contenido de un archi-
vo PDF. La funcidn para obtener el contenido de un archivo PDF en la libreria pdf -
toolses pdf text, que recibe como argumento el archivo a interpretar y retorna
un objeto de tipo cadena de caracteres.

# Lectura de una archivo PDF
contenido <- pdf text (“Constitucion-1991.pdf”)
class (contenido)

[1] “character”

A manera de ejemplo, se desea leer el contenido de un documento PDF con el texto
completo de la Constitucion Politica de la Republica de Colombia de 1991. Parte del
resultado de este proceso utilizando la funcién pdf text es el siguiente:

contenido <- pdf text (“Constitucion-1991.pdf"”)
cat (contenido[15])
Constitucién Politica de Colombia 1991
De igual manera, la politica exterior de Colombia se orientaré
hacia la integracién latinoamericana y del Caribe.
ARTiCULO 10. El castellano es el idioma oficial de Colom-
bia. Las lenguas y dialectos de los grupos étnicos son también
oficiales en sus territorios. La enseflanza que se imparta en las
comunidades con tradiciones lingliisticas propias sera bilingle.
TiTULO II
DE LOS DERECHOS, LAS GARANTiAS
Y LOS DEBERES
CAPiTULO 1
DE LOS DERECHOS FUNDAMENTALES
ARTiCULO 11. El derecho a la vida es inviolable. No habra
pena de muerte.
ARTiCULO 12. Nadie serd sometido a desaparicién forzada, a
torturas ni a tratos o penas crueles, inhumanos o degradantes.
ARTiCULO 13. Todas las personas nacen libres e iguales ante
la ley, recibirdn la misma proteccidén y trato de las autoridades y
gozaran de los mismos derechos, libertades y oportunidades sin
ninguna discriminacién por razones de sexo, raza, origen na-
cional o familiar, lengua, religidn, opinidén politica o filosdfica.
El Estado promoverd las condiciones para que la igualdad sea
real y efectiva y adoptard medidas en favor de grupos discrimi-
nados o marginados.
El Estado protegerd especialmente a aquellas personas que por
su condicidén econdmica, fisica o mental, se encuentren en cir-

[15]
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La pagina 15 del documento PDF original se muestra en la figura 4.6. Como puede
observarse, salvo lo relacionado con los formatos, tipos de letras y colores, el texto
obtenido a través de la funciéon pdf text corresponde linea por linea en su totali-
dad con el archivo original.

Figura 4.6. Ejemplo de archivo PDF

Coxstrruciéx Potirica or Cotoxsta 1991

De igual manera, la politica exterior de Colombia se orientard
hacia la integracién latinoamericana y del Caribe.

ARTICULO 10. El castellano es ¢l idioma oficial de Colom-
bia. Las lenguas y dialectos de los grupos étnicos son también
oficiales en sus territorios. La ensefianza que se imparta en las

dades con tradiciones lingii propias sera bilingte.

TITULOIT
DE LOS DERECHOS, LAS GARANTIAS
Y LOS DEBERES

CAPITULO 1
DE LOS DERECHOS FUNDAMENTALES

ARTICULO 11. El derecho a la vida es inviolable. No habrd
pena de muerte.

ARTICULO 12. Nadie serd sometido a desaparicién forzada, a
torturas ni a tratos o penas crucles, inhumanos o degradantes.

ARTICULO 13. Todas las personas nacen libres ¢ iguales ante
la ley, recibirdn la misma p i6n y trato de las idades y
gozardn de los mismos derechos, libertades y oportunidades sin
ninguna discriminacién por razones de sexo, raza, origen na-
cional o familiar, lengua, religién, opinién politica o filos6fica.

El Estado promoveri las condiciones para que la igualdad sea
real y efectiva y adoptard medidas en favor de grupos discrimi-
nados o marginados.

El Estado p iall aaquellas p que por

B P
su condicién econémica, fisica o mental, se encuentren en cir-

(5]
Fuente: Tomado de la Constituciéon Politica de Colombia

Una vez se tenga el documento PDF representado como una cadena de caracteres es
posible utilizar las diferentes funciones de procesamiento de texto de la plataforma
R, algunas de ellas mostradas en la siguiente seccidén. Para finalizar lo concerniente
a documentos en formato PDF, se invita al lector a consultar otras funciones dis-
ponibles en la libreria, en particular aquellas relacionadas con la generacion de un
documento PDF.

4.2. Procesamiento de cadenas de caracteres

El procesamiento de los archivos PDF o del texto extraido de las imagenes requiere
la manipulacion y el procesamiento de cadenas de caracteres, por ello R viene pro-
visto de buen niimero de funciones para procesar este tipo de datos. Algunas de las
funciones mas utilizadas tienen que ver con la concatenacion de cadenas de carac-
teres, la extraccion de parte de una cadena o quizas las mas interesantes, aquellas
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relacionadas con buscar cadenas de caracteres que cumplan algin patrén. Este pa-
tron se especifica normalmente como una expresion regular, metalenguaje para proce-
samiento de cadenas soportado no solo por R, sino por la gran mayoria de lenguajes
de programacion e incluso como herramientas en si mismas (por ejemplo, egrep).

4.2.1. Concatenacidon de cadenas de caracteres

Para concatenar cadenas de caracteres, R provee la funcién cat., que recibe por
parametro un arreglo de cadenas de caracteres y retorna la concatenacion de cada
cadena involucrada en el arreglo separadas por un espacio. Esto se muestra en el
siguiente ejemplo:

# Concatenacién mediante cat
nombre <- c(“José”, “Nelson”, “Pérez”)
cat (nombre)

José Nelson Pérez>

Una de las desventajas de esta forma de utilizacion es que no es posible asignar el re-
sultado de la concatenacién a un objeto. Esta es la razén por la cual para concatenar
cadenas de caracteres se utiliza en la practica la funcion paste, la cual es un poco
mas general que la funcion cat. La funcién paste recibe como argumento todas
las variables que quieran concatenarse como cadena de caracteres y se utiliza segiin
se muestra a continuacion:

# Concatenacién mediante paste
nombre completo <- paste( “José”, “Nelson”, “Pérez” )
nombre completo

[1] “José Nelson Pérez”

Por defecto, la funcion paste utiliza un espacio como caracter separador, compor-
tamiento que puede cambiarse utilizando el argumento sep.

# Concatenacién mediante paste con separador no estandar
nombre completo <- paste( “José”, “Nelson”, “Pérez”, sep="" )
nombre completo

[1] “JoséNelsonPérez”

nombre completo <- paste( “José”, “Nelson”, “Pérez”, sep="#" )
nombre completo

[1] “José#Nelson#Pérez”

El proceso inverso de concatenacion de una cadena es dividirla dando un carac-
ter separador. Para realizar este proceso se utiliza la funcién strsplit, que recibe
por parametro la cadena a separar y el caracter separador. Supongase que se quiere
separar una cadena de texto para obtener todas las palabras del mismo de forma
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separada. En este caso, el separador es el caracter espacio (“ ”) y se utiliza la funcion
como se muestra en el siguiente ejemplo.

# Separacién de una cadena en varias palabras
nombre <- “José Nelson Pérez”
w oWy

strsplit ( nombre,
[ [1]1 1]

[1] “José&” “Nelson” “Pérez”

La funcion strsplit devuelve por resultado una lista, estructura que en ocasiones
puede ser inconveniente. Si se desea obtener las distintas separaciones del texto como
un objeto de tipo vector se debe utilizar la funcidén unlist, segin se muestra en el
siguiente ejemplo.

# Separacién de una cadena en varias palabras
# como un vector

nombre completo <- unlist (strsplit( nombre, “ %))
nombre completo

[1] “José” “Nelson” “Pérez”

nombre completo[1]

[1] “José&”

nombre completo[2]

[1] “Nelson”

nombre completo[3]

[1] “Pérez”

4.2.2. Extraccion de subcadenas y blsqueda por expresiones regulares

Una funcionalidad muy comun a la hora de procesar cadenas de caracteres es la
capacidad para extraer una seccidén de caracteres de una variable. Para este fin, R
provee la funcion substring, que recibe como parametro un objeto R de tipo
cadena de caracteres, la posicion del primer caracter y la posicion del dltimo caracter
de la subcadena. Si esta ultima posicidon no se hace explicita como argumento se
extrae la subcadena a partir de la posicién inicial (que siempre debe suministrarse).

# Subcadenas

vuelo <- “AV112”

aerolinea <- substring( vuelo, 1, 2)
numero_vuelo <- substring( vuelo, 3 )
aerolinea

[1] “AV”

numero vuelo

[1] “112~
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Otra funcionalidad aplicada a la hora de realizar procesamiento de texto es la capa-
cidad para hacer una indagacion en un texto utilizando un término de busqueda. R
provee esta aplicabilidad mediante la funciéon grep, que en su version mas basica
recibe por parametro una expresion regular y una variable con tipo de dato alfanumé-
rico y puede retornar por resultado todos aquellos indices de las observaciones que
cumplen con el criterio de busqueda o las coincidencias resultantes de la busqueda
como tal.

Que se retornen las coincidencias o el indice de las mismas depende de un ar-
gumento denominado value en la invocacion de la funcién grep. Si se invoca
con value=T, la funcién retorna las coincidencias de la bisqueda, mientras si se
invoca value=F, el cual es el comportamiento por defecto de la funcion, se
retornan los indices de las observaciones que coinciden con la exploracion. Si adi-
cionalmente se desea que el criterio de busqueda sea independiente de si el texto estd
en mayusculas o minusculas se utiliza el parametro adicional ignore.case con un
valor de “verdadero” (T) en el llamado de la funcidn.

resultados <- grep (“expresion regular”, dataset$variable,

value = T, ignore.case=T)

Ahora bien, surgen las preguntas: ;qué es una expresion regular, para qué sirve y
como se especifica? Una expresion regular se define como un patrén que describe un
conjunto de cadenas de caracteres con una estructura comun y se especifica como
expresiones en un metalenguaje con una sintaxis particular; este metalenguaje es di-
ferente al lenguaje utilizado en el texto que se quiere consultar o cuyos patrones se
quieren buscar. En la practica, las expresiones regulares son utilizadas para buscar
coincidencias de patrones en un texto o para la operacion buscar/reemplazar comun
en algunos editores de texto.

Si bien este metalenguaje utilizado en las expresiones regulares se encuentra es-
tandarizado en el c6digo POSIX 1003.2, en la practica existen dos versiones del me-
talenguaje, que aunque tienen muchas cosas en comun, también tienen diferencias
que pueden llegar a ser sustanciales en algunas aplicaciones. La version del metalen-
guaje descrita en el estdndar POSIX 1003.2 y utilizada en este libro, se conoce como
expresiones regulares extendidas; alternativamente, existe una versioén del metalenguaje
conocido como estilo PERL, ya que es el usado en el lenguaje de programacion PERL
y en numerosas utilidades encontradas en sistemas operativos tipo UNIX. Por fortu-
na, R soporta ambos tipos de expresiones, que se utilizaran en este libro.

Cuando se habla de un metalenguaje, se hace referencia a una nueva sintaxis
que debe ser utilizada para especificar la expresion regular. Dentro de esta sintaxis
se cuenta con metacaracteres, esto es, simbolos de este metalenguaje que tienen un
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significado especifico a la hora de definir la expresion regular, pero que pueden tener
un significado diferente fuera de este lenguaje. En las expresiones regulares extendi-
das, los metacaracteres son los siguientes:

S * + . ? I . X \ N\

Se insiste en que estos metacaracteres tienen un significado diferente y especifico
dentro de la expresion regular, el cual difiere al significado tradicional que pueda
tener cada uno de los simbolos.

Una introduccién completa a las expresiones regulares puede ampliarse consul-
tando a [8], pero en este libro se hara énfasis en dos de los metacaracteres: ~ y S$.

El metacaracter ~ se interpreta como “al comienzo” y es utilizado cuando se de-
sea obtener concordancias que comiencen por un prefijo determinado. En este caso
la expresion regular consta del metacaracter seguido del prefijo particular.

# Expresién regular para prefijos
resultados <- grep(“"prefijo”, dataset$variable,

value = T, ignore.case=T)

El metacaracter $ se interpreta como “al final” y es utilizado cuando se desea obtener
concordancias que terminen con un sufijo determinado. En este caso la expresion
regular consta del metacaracter seguido del sufijo particular.

# Expresién regular para sufijos
resultados <- grep (“sufijo$”, dataset$variable,

value = T, ignore.case=T)

Es valido ingresar una expresion regular que no contenga ningiin metacaracter. En
este caso se requiere Unicamente un patréon que representa la cadena frente a la cual
se evalian las concordancias. Un filtro por una expresion regular de este tipo retorna
todas aquellas concordancias que contengan el patron, sin importar si este se encuen-
tra al comienzo o al final del texto.

# Expresién regular para filtro
resultados <- grep (“patron”, dataset$variable,

value = T, ignore.case=T)

La referencia [8] es una excelente fuente de informacion sobre todo lo relacionado
con expresiones regulares. Se invita al lector a consultar este texto y sus enlaces en
internet para no solo obtener destreza en el disefio de expresiones regulares, sino
también para apreciar la gran potencialidad de este tipo de herramientas.
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4.2 3. Otras funciones de manipulacion de cadenas de caracteres

Existen otras funcionalidades comunes a la hora de manipular cadenas de caracteres,
como convertir una cadena a mayusculas/minusculas o reemplazar algunos de los
caracteres. Para convertir una cadena de caracteres a mayusculas se utiliza la funcién
toupper, mientras la funcidon tolower convierte una cadena a mindsculas.

nompre <- “José Nelson Pérez”
# Conversién a mayusculas
toupper (nombre)

[1] “JOSE NELSON PEREZ”

# Conversién a minusculas
tolower (nombre)

[1] “josé nelson pérez”

Para sustituir parte del texto en una cadena de caracteres se utiliza la funcion sub,
la cual recibe por argumento una expresion regular que representa el patron que debe
ser reemplazado en el texto, la nueva cadena con la cual va a ser cambiada la primera
ocurrencia encontrada del patrén y la cadena de caracteres en la cual se realizara el
proceso de reemplazo. Si en lugar de reemplazar la primera ocurrencia se desean
sustituir todas las ocurrencias del patron se debe utilizar la funcién gsub, cuyos
argumentos son idénticos para fines practicos. A manera de ejemplo, se desea reem-
plazar el texto “Nelson” por “Nelsinho”; para ello se utilizara la funcion sub, como
se muestra a continuacion:

nombre completo

[1] “José&” “Nelson” “pPérez”

# Reemplazo de texto

sub ( “son$”,”sinho”,nombre completo[2] )

[1] “Nelsinho”

El ejemplo inmediatamente anterior puede interpretarse como sigue: se utilizo la
funcién sub para reemplazar en el texto “Nelson” la coincidencia “son” por el nue-
vo patron “sinho”. La expresion regular “son$” tiene en cuenta el significado del
metacaracter “$”, que indica que debe reemplazarse el texto que finaliza con el sufijo
“son”. Cualquier expresidon regular valida puede utilizarse como patron de reempla-
zo en las funciones sub o gsub.

4.3. Bases de datos relacionales

A medida que se empieza a trabajar con conjuntos de datos mas grandes, los archivos
.CSV o los data frames de R empiezan a presentar algunos problemas, principalmente
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porque en R todos los archivos o data frames deben estar en la memoria principal
para su procesamiento. Cuando el tamafio del conjunto de datos es superior al tama-
fio de la memoria principal, el sistema operativo empieza a hacer uso de estrategias
como memoria virtual o memoria swap (de intercambio), lo cual genera problemas de
desempefio en algunos analisis intensivos en operaciones de memoria.

En este contexto adquiere valor manipular los datos directamente sobre una base de
datos (generalmente de tipo relacional) y “traer” los datos a R tnicamente cuando es
necesario a través de una operacion de consulta del tipo SELECT utilizando el lenguaje
estandar SQL; al hacer esto se aprovecha la memoria principal restante para los calculos
involucrados en los analisis. Adicionalmente, y con el advenimiento del paradigma de
computacion en la nube, una base de datos relacional se presenta como una alternativa
mas segura que los archivos planos, en algunos casos con posibilidades de replicacion
y de respaldo de datos a muy bajo precio. Si a esto se le suma el hecho de poder escalar
a medida que se requiere mas capacidad o poder de procesamiento, es claro por qué
algunas aplicaciones mantienen sus conjuntos de datos en una base de datos en lugar
de exportarlos como un archivo plano en formatos como .CSV.

Sibien la variedad de manejadores de bases de datos relacionales es amplia, sien-
do populares alternativas como MySQL, MariaDB, SQL Server, PostgresQL, Oracle
Database o MS Access, las funcionalidades para acceder a cualquiera de ellas son
similares. Las principales funciones que proveen las librerias R para acceder a una
base de datos relacional son las siguientes:

»  Establecer una conexion a la base de datos.

*  Leer una tabla de una base de datos y guardarla en un data frame.

*  Ejecutar una consulta en la base de datos y obtener los resultados.

*  Escribir o actualizar un data frame a una tabla en una base de datos.
*  Eliminar una base de datos.

e Cerrar la conexi6n a la base de datos.

Sin embargo, existen particularidades en cada uno de los manejadores de bases de
datos que han llevado a la implementacién de librerias R especializadas en cada tec-
nologia, las cuales son el tema de la siguiente seccion.

4.3.1. Acceso a bases de datos utilizando R

Dependiendo del manejador de bases de datos particular, R provee paquetes especia-
lizados (también denominadas como interfaces en algunas referencias) que permiten
la comunicacion y manipulacién de los diversos elementos que se encuentran en las
diferentes bases de datos. Algunas de las librerias R utilizadas para este fin son:
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e RODBC, utilizada para acceder a bases de datos a través del estandar Open
DataBase Connectivity o Conectividad Abierta a Bases de Datos (ODBC) [12].
Ejemplos de bases de datos que utilizan esta interfaz son las basadas en tecnolo-
gias Microsoft como Access y SQL Server.

e RMySOQL, que provee una interfaz para acceder a bases de datos MySQL [9].

e RMariaDB, actualizacion/reemplazo de la libreria RMySQL para acceder a ba-
ses de datos MySQL/MariaDB [10].

* ROracle, que provee una interfaz para acceder a la base de datos del fabricante
Oracle [13].

e RJDBC, paquete para acceder a bases de datos a través de una interfaz
Java DataBase Connectivity o Conectividad Java a Bases de Datos (JDBC) [11].

Dado que hacer énfasis en cada una de estas librerias esta fuera de los objetivos del
libro, esta seccion se centrara en la funcionalidad provista por la libreria RMariaDB,
resaltando que funcionalidades similares o analogas de seguro se encuentran en las
otras interfaces. Las referencias al final del capitulo enlazan a la documentacién de
cada libreria, junto con ejemplos de utilizacién de la misma.

Para que el paquete RMariaDB esté disponible en el espacio de trabajo de R, esta
debe ser instalada e importarse con la directiva 1ibrary (RMariaDB) .

# Instalacidén del paquete RMariaDB

install.packages (“"RMariaDB”)
library (RMariaDB)
library (DBI)

El primer paso para obtener o guardar informacion en una base de datos es establecer
una conexion con esta. Para ello, es necesario conocer (al menos) la siguiente infor-
macion: nombre de usuario de la base de datos, contrasefia de ese usuario, el nombre
o la direccién IP de la maquina en la cual se encuentra el sistema gestor de bases de
datos y el nombre de la base de datos, ya que en general un sistema gestor de bases
de datos puede almacenar multitud de estas, cada una con varias tablas. Con esta
informacion, es posible utilizar la funciéon dbConnect con los parametros user,
password, host y dbname para identificar el nombre de usuario, la contrasefa,
el nombre o direccion del host y el nombre de la base de datos, respectivamente.

A manera de ejemplo, se desea establecer conexién con una base de datos
MySQL/MariaDB llamada “Personas”, ubicada en “db.introdatascien-
ce.org”. El usuario para acceder a este sistema MySQL/MariaDB es nperez,
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cuya contrasefia es alb2c3d4. Hay que aclarar que los respectivos permisos para ac-
ceder al sistema gestor con este usuario deben haber sido configurados previamente
por el administrador del sistema gestor de base de datos. El c6digo R para establecer
esa conexion es el siguiente:

# Conexidén a una base de datos MariaDB
conexion <- dbConnect( RMariaDB: :MariaDB(), user="nperez”,
password="alb2c3d4”, dbname="”Personas”,

host="db.introdatascience.org” )

Existe un problema con la anterior forma de conectarse, y es que se estan haciendo
publicas las credenciales de acceso a la base de datos, situacion no deseable. Para sol-
ventar este problema la solucion propuesta por los desarrolladores de RMariaDB es
crear un grupo en un archivo denominado “.my.cnf”, ubicado en el directorio de tra-
bajo de la sesion de R. Cuando se crea un grupo, los datos de conexion permanecen
aglutinados y no compartidos. En el caso de RMariaDB la definicién de un grupo en
el archivo “.my.cnf” luce de la siguiente forma:

[rs—dbi]
database=Personas

user=nperez

password=alb2c3d4

Naturalmente, el nombre de la base de datos y los datos particulares de conexion de
cada usuario cambian dependiendo del caso. Una vez se define un grupo, la conexién
se sigue realizando mediante la funciéon dbConnect, pero utilizando el nombre del
grupo como parametro.

# Conexidén a una base de datos MariaDB
# Credenciales no publicas

conexion <- dbConnect (RMariaDB: :MariaDB(), group="datascience” )

Una vez se cuenta con la conexioén a la base de datos, es posible utilizarla para rea-
lizar diversas funciones, como listar las tablas de la base de datos, escribir un objeto
R de tipo data frame como una tabla en la base de datos, leer una tabla completa y
guardarla como un objeto data frame o enviar directamente consultas en el lenguaje
SQL a la base de datos.

La funcién dbListTables es la encargada de listar todas las tablas que se en-
cuentran en una base de datos y recibe como parametro la conexion previamente
establecida al recurso.
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# Listar tablas de una base de datos

dbListTables ( conexion )

La funciéon dbWriteTable es la encargada de escribir un data frame en una tabla
de la base de datos. Recibe por parametro la conexion previamente establecida, el
nombre de la nueva tabla y el data frame a salvar.

# Escribir un data frame como una tabla en la
# base de datos

dbWriteTable ( conexion, “Personas”, personas )

Si la tabla ya existe y se desea sobreescribir, debe adicionarse el argumento
overwrite con el valor TRUE. Sin este argumento el llamado a la funcion generara
un mensaje de error.

# Escribir un data frame como una tabla en la
# base de datos

dbWriteTable ( conexion, “Personas”, personas, overwrite=TRUE )

La funcion dbReadTable realiza el proceso inverso: guarda una tabla en un objeto
de tipo data frame. La funcién recibe por argumento la conexién establecida con la
base de datos y el nombre de la tabla que se desea guardar como tal.

# Leer una tabla como un data frame

personas <- dbReadTable( conexion, “Personas” )

En RMariaDB existen dos formas para enviar y procesar una consulta SQL. La pri-
mera es haciendo uso de la funcidon dbGetQuery, que recibe la conexién a la base
de datos y la consulta SQL y retorna directamente un objeto de tipo data frame.

# Envio de una consulta SQL

resultados <- dbGetQuery( conexion, “SELECT * FROM Personas”)

La segunda forma es haciendo uso de las funciones dbSendQuery y dbFetch.
La funcién dbSendQuery es similar a dbGetQuery, pero en lugar de dar por re-
sultado un objeto de tipo data frame retorna un objeto de una naturaleza diferente
perteneciente a la clase MariaDBResult. Para obtener la informacion de este
objeto de tipo MariaDBResult se utiliza la funcion dbFetch, la cual recibe por
parametro el objeto de tipo MariaDBResult y un numero entero con el numero
de resultados que se desean obtener del total disponible. La funciéon dbFetch re-
torna un data frame.
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# Envio de una consulta SQL.
# Uso de dbSendQuery y dbFetch
res <- dbSendQuery( conexion, “SELECT * FROM Personas”)

df <- dbFetch( res, n=10 ) # 10 resultados por invocacién

Es posible realizar una limpieza de los resultados almacenados en un objeto de tipo
MariaDBResult. Para ello se utiliza la funcién doClearResult.

# Limpieza de resultados

dbClearResult ( res )

Otras funciones importantes tienen que ver con la eliminacion y verificacion de exis-
tencia de una tabla en la base de datos. Para eliminar una tabla se utiliza la funcion
dbRemoveTable, que la elimina dada una conexion con el gestor de bases de datos
y el nombre de la tabla. Para verificar la existencia de una tabla se utiliza la funcion
dbExistsTable con idénticos argumentos. Esta funcién retorna un valor logico
TRUE en caso de que la tabla exista 0 FALSE en caso contrario.

# Eliminacién de una tabla
dbRemoveTable ( conexion, “Personas” )
# Verificacidén de existencia de un tabla

dbExistsTable ( conexion, “Personas” )

Finalmente, para cerrar la conexién a la base de datos se utiliza la funcion
dbDisconnect. Cerrar la conexidén es una practica recomendada siempre que se
trabaje con sistemas gestores de bases de datos.

# Cerrar la conexidén a la base de datos

dbDisconnect (conexion)

4.4, Fuentes sindicadas

El término sindicacion o redifusion tiene que ver con la distribucion de contenido
informativo (creado por un emisor) por parte de un segundo actor a través de una
licencia o contrato. El término es comun en la terminologia de los medios de comu-
nicacion como radio, prensa y television, por ejemplo, los derechos de retransmision
o repeticion de una serie.

Sin embargo, dentro del contexto de los contenidos web como fuentes de datos,
se entiende por una fuente sindicada, canal o fuente web (web feed) a aquel medio de di-
fusion de contenido web que coloca informacion como documentos a disposicion de
un tercero, que puede ser un suscriptor individual u otra fuente, que también lo puede
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compartir. En lugar de un contrato para la redifusién, suelen haber unas condiciones
de uso con los derechos de redistribucion, usualmente gratuitos. Son mayormente
utilizadas en la prensa electrénica para suministrar novedades y noticias actualiza-
das, aunque también es comun encontrar este tipo de fuente en sitios de blogs y cada
vez mas en otras aplicaciones como comercio en linea.

Los dos principales formatos utilizados por las fuentes sindicadas son Redifusion
Realmente Simple o Really Simple Syndication (RSS) y Atom. Ambos estan basados
en XML, que constan principalmente de un titulo, una fecha de publicacion de la in-
formacion, un resumen del contenido y un enlace web con la informaciéon ampliada,
mas algunos metadatos como el autor. En general, se puede afirmar que son formatos
disefiados para ser entendible mas facilmente por maquinas que por humanos, si
bien existen aplicaciones conocidas como agregadores o “lectores RSS”, similares a
un lector de correo electronico, que permiten suscribirse a varias fuentes y obtener su
contenido de manera mas amigable para los humanos.

Utilizar fuentes sindicadas tiene muchos beneficios como evitar publicidad, virus
y spam, pero la principal ventaja es el ahorro de tiempo, ya que es posible acceder a
contenidos nuevos de interés de multiples sitios sin tener que visitarlos uno por uno.
Adicionalmente, las fuentes sindicadas permiten ser consultadas sin intervencion hu-
mana a través de “robots”, programas especializados encargados de automatizar el
proceso de consulta.

4.4.1. Fuentes sindicadas en R

Para la consulta de fuentes sindicadas o feeds, R provee una extensién llamada
FeedeR [14]. FeedeR permite leer de la fuente tanto en formato RSS como en for-
mato Atom, utilizando para ello una misma funciéon denominada feed.extract,
que recibe por parametro la URL de la fuente. La instalacion del paquete se realiza
o bien de la forma estandar (install.packages (“feedeR”) o a través de la
herramienta devtools, utilizada para facilitar la administracion de paquetes en R.
Como en todos los casos, para que el paquete esté disponible en el espacio de trabajo
de R, debe importarse con la directiva 1ibrary (feedeR).

# Instalacién del paquete feedeR
install.packages (“feedeR”)

library (feedeR)

Con feedeR instalado, se utiliza la funcién feed.extract. Por ejemplo, se quiere
leer un articulo del canal web de la seccion “Tecnologia” del periddico colombiano
“El Tiempo” (https://www.eltiempo.com), disponible en el Localizador Uniforme
de Recursos (URL) “http://www.eltiempo.com/rss/tecnosfera.xml”. El cédigo para
lograr este objetivo se muestra a continuacion:
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eltiempo_ tecnologia <-

feed.extract (“http://www.eltiempo.com/rss/tecnosfera.xml”)

La funcién feed.extract retorna un objeto de tipo lista (ver seccion 3.2.5.) con
cuatro componentes: tres componentes describen los metadatos del contenido y el
otro atributo es la informacion propiamente dicha, el cual es un objeto de tipo data
frame. Los atributos que describen los metadatos son: title, que representa el ti-
tulo del contenido, 1ink que consigna el enlace URL en donde esté el contenido y
updated, que hace referencia a la fecha de actualizaciéon del contenido, el cual no
siempre se encuentra definido.

eltiempo tecnologias$title

[1] “EL TIEMPO.COM - TecnologBAa”

eltiempo tecnologia$link

[1] “http://www.eltiempo.com/rss/tecnosfera.xml”
eltiempo tecnologiaSupdated

[1] NA

El componente de la lista con la informacién propiamente dicha se denomina i tems.
Este es un objeto de tipo data frame con las siguientes variables: title con el titulo
de la entrada, date con la fecha de la entrada y 1ink con el enlace donde se en-
cuentra el contenido web con la informacion completa del articulo. Adicionalmente,
la tabla de datos cuenta con una variable hash con informacién de verificacién de
integridad de la entrada.

eltiempo tecnologiaS$items[ 15, c(“title”,”date”) ]
title date

15 Archivan iniciativa ciudadana que buscaba legalizar
Uber en Colombia 2017-04-19 16:25:07

eltiempo tecnologiaSitems[ 13,c(“1ink”,”hash”) ]
link hash

13 http://www.eltiempo.com/tecnosfera/novedades-

tecnologia/xiaomi-mi-6-el-iphone-7-chino-79458 b82e7e933e...

A la fecha de escritura de este libro el paquete feedeR se encuentra todavia en sus
versiones iniciales, razon por la cual no decodifica correctamente la informacion de
algunos canales web. La anterior afirmacion es especialmente cierta para algunos ca-
nales web en idioma espafiol, razon por la cual es posible que, si bien la informacion
de una fuente sindicada puede ser leida desde un programa agregador, no va a ser
posible cargarla en el entorno de trabajo de R. Posiblemente en futuras versiones del
paquete, la compatibilidad con un nimero mayor de canales web aumentara.
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Si bien una fuente sindicada provee informacién de interés en temas particulares,
el contenido completo de las entradas o feeds todavia se encuentra en algin lugar de
la web que Gnicamente esta referenciado por la variable 1ink del data frame items.
[{Cbémo se hace entonces para acceder a esa informacion y eventualmente analizar el
texto y las imagenes en ella contenidas? Ese es el tema de la siguiente seccion, web

scraping.

4.5. Web scraping

Por web scraping se entiende el proceso automatico de recolectar datos desde sitios y
paginas web. Los datos en la red global son abundantes, pero en ocasiones no se en-
cuentran en formatos listos para ser procesados, como .CSV o JSON, sino que estan
“incrustados” en alguna pagina o sitio web, algunas de ellas dindmicas, en formatos
cuya estructura puede ser mas compleja.

Quizas el caso mas sencillo para obtener informacién en un proceso de web scra-
ping es aquel en el que el conjunto de datos se encuentra en un archivo publico y es
directamente accesible en un sitio web cuya direccion, nombre o en general su URL
es conocida. En este caso se puede hacer uso directo de la funcién read.table,
que recibe como parametro la direcciéon completa del recurso (archivo), incluyendo
el protocolo de acceso y la extension del archivo. Debe notarse que si el protocolo
del acceso al archivo requiere alguna autenticacion previa, como FTP, no puede uti-
lizarse esta funcion.

# Lectura de un recurso web mediante URL
archivo <-

read.table (“http://direccion-sitio/archivo.extension”)

En general los conjuntos de datos no suelen estar disponibles directamente para des-
carga. Debido a que los datos se encuentran distribuidos por toda la red global, estos
deben estar conformes con las principales tecnologias utilizadas en la red. Los pilares
tecnoldgicos de los sitios web, hoy en dia son basicamente HTML/XML, AJAX y
JSON. Estos fueron explicados previamente y son descritos asi:

+  HMTL. El Lenguaje de Marcado de Hipertexto o Hypertext Markup Language es
el lenguaje estandar utilizado por los navegadores de internet para estructurar
y visualizar el contenido web. Si bien HTML no es un formato de almacena-
miento en si mismo, frecuentemente contiene, sobre todo en aquellas paginas
web estaticas, la informacion de interés; esta puede estar “camuflada” en tablas,
listas, enlaces u otras estructuras del lenguaje. Sin embargo, la forma como real-
mente se encuentran los datos en la pagina web con codigo HTML difiere de
la forma como el navegador visualiza los datos, razon por la cual es necesario
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procesar la pagina web y de alguna forma decodificar las estructuras de lenguaje
HTML para acceder a la informacién. Como es de esperarse, R ya posee objetos
encargados de esta funcionalidad que se encargan de este procesamiento sin que
quien use la funcidn sea un experto.

*  XML. El Lenguaje de Marcado Extensible o EXtensible Markup Language es uno
de los formatos mas populares para intercambiar datos en la web. Esta estre-
chamente relacionado con HTML, pues ambos son lenguajes de marcado o
basados en etiquetas. La diferencia principal radica en sus objetivos: HTML esta
principalmente pensado para visualizacion de la pagina web en el navegador,
mientras XML tiene como funciéon almacenar los datos. De forma similar a
HTML, la plataforma R ya provee objetos encargados de entender este lenguaje,
interpretar sus estructuras y obtener la informacion en otro formato mas mane-
jable, como lo puede ser un data frame.

+ AJAX. Conjunto de tecnologias que permite a los sitios web solicitar datos de
forma asincrénica en una sesion, a la vez que actualiza su apariencia visual en el
navegador de manera dinamica. Desde el punto de vista de los web scrappers estas
tecnologias constituyen un obstaculo para la obtencion del contenido del sitio,
pues se apartan un poco del enfoque HTML/HTTP. Sin embargo, aun con estas
limitaciones es posible aprovecharse de ciertas funcionalidades incorporadas en
los navegadores modernos para tener acceso al contenido, funcionalidades que si
bien no son provistas de primera mano por R, son utilizables por la plataforma.

El objetivo de un proceso de scrapping es lograr de alguna forma representar el conte-
nido de un documento HTML/XML o cualquiera de las otras tecnologias como un
objeto en una sesién de R; una vez se cuente con la representacion del documento
en un objeto R es mas sencillo realizar el proceso de extraer la informacién. Este
proceso de importar archivos HTML o de otros formatos a una sesioén R e interpretar
su contenido se conoce como parsing, término que podria traducirse como andlisis gra-
matico. Sin entrar en los detalles de este proceso, la idea es utilizar un procedimiento
que entienda e interprete la estructura de un documento, en este caso HTML, en lugar
de tnicamente imprimir el c6digo de la pagina.

A manera de ejemplo, supdngase que se desea obtener la informacion de pobla-
cion de los paises y territorios del mundo. Esta consulta se encuentra en Wikipedia,
donde el lector podra reconocer que la informacion solicitada se visualiza en una
tabla junto con textos aclaratorios. Si no se utilizara un proceso de analisis 1éxico, es
probable que unicamente se obtuviesen apartes del cddigo fuente de la pagina, lo cual
no es lo que se desea.
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# Carga de un documento HTML sin andlisis léxico
url <- “https://es.wikipedia.org/wiki/Anexo:Paises y
territorios dependientes por poblacién”

contenido <- readLines( con = url )

contenido[560:580]

[1] “<td align=\"center\”>C</td>"

[2] “<td align=\"left\”><a rel=\"nofollow\” class=\"ext...
href=\"http://www.citypopulation.de/KoreaSouth-Mun.html...
[3] “</tr>"

[4] “<tr>"

[5] “<td>28</td>"

[6] “<td align=\"left\”><span class=\"flagicon\”><img...
src=\"//upload.wikimedia.org/wikipedia/commons/thumb/. ..
20px-Flag of Colombia.svg.png\” width=\"20\" height=\...
srcset=\"//upload.wikimedia.org/wikipedia/commons/thu. ..

vg/30px-Flag of Colombia.svg.png 1.5%,

[7] “<td align=\"left\”>AmAGrica</td>"
[8] “<td>49&#160;639&#160;000</td>"
[9] “<td>0, 66</td>"

[10] “<td>1,17</td>"

[11] “<td>579&#160;000</td>"

[12] “<td>0,56</td>"

[13] “<td>60</td>"

[14] “<td>49&#160;443&#160;000</td>"

Para la interpretacién de contenido HTML/XML es necesario reconstruir la jerar-
quia de sus distintas etiquetas y entender esta representacion, conocida como Modelo
de Objetos de Documento o Document Object Model (DOM). También es posible cam-
biar esta estructura adicionando, eliminado o modificando los distintos elementos de
la pagina HTML. Como es de esperarse, R ya provee funciones para este fin, luego,
el objetivo es determinar cuales funciones de R realizan estas tareas y su forma de
utilizacion.

Una de la principales funciones provistas por R para el procesamiento de contenido
HTML/XML es la funcion htmlParse. Esta recibe como principal argumento un
archivo o texto en formato HTML/XML y retorna un objeto con la estructura inter-
na de la pagina en representacioén del modelo de objetos. Esta representacion es de
varios tipos, en particular HTMLInternalDocument, XMLInternalDocument
y XMLAbstractDocument.
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# Carga de un documento HTML con andlisis
# léxico
url <- “https://es.wikipedia.org/wiki/
Anexo:Paises y territorios dependientes por poblacién”
contenido <- readLines( con = url )
territorios <- htmlParse( contenido )
class( territorios )
[1] “HTMLInternalDocument” “HTMLInternalDocument”

“XMLInternalDocument” “XMLAbstractDocument”

Una vez se cuenta con una representacion interna de un documento HTML/XML
apropiada para su procesamiento, es posible invocar funciones R especializadas que
hacen la labor de extraccion del contenido de manera mas sencilla. De otra forma (y
en algunos problemas muy particulares) seria necesario procesar esta representacion
mediante expresiones regulares, procesamiento de cadenas de caracteres u otras tec-
nologias como XQuery.

Una de esas funciones es la readHTMLTable, encargada de obtener todas las
tablas que se encuentren en el contenido HTML/XML. Esta funcién es responsable
de buscar en la estructura del documento etiquetas HTML relacionadas con tablas
(<td>, <tr>, etc...) y extraer la informacién de cada una de estas en formato data
frame. La funcién retorna un listado de todas las tablas presentes en el documento
HTML/XML, cada una de ellas como un elemento de una lista. En ocasiones y de-
pendiendo de la complejidad y el disefio del contenido HTML/XML puede suceder
que algunos de los elementos de la lista que retorna la funcién readHTMLTable no
cuenten con contenido alguno, hecho representado en R como una definicion del
lenguaje denominado NULL.

# Lectura de tablas de un documento HTML
tablas <- readHTMLTables( territorios )
class( tablas )

[1] “list”

tablas|[ [1] ]

NULL

tablal <- tablas[ [3] ]

class( tablal )

[1] “data.frame”

Al estar la informacion en formato data frame se pueden aplicar las técnicas ex-
puesta en este y en el capitulo anterior para el procesamiento y analisis de la infor-
macion. En ocasiones es necesario un proceso de limpieza de datos, como corregir
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los nombres de las variables o remover algunas observaciones. La siguiente seccion
tendra mas que decir respecto a este proceso de preparacion de datos.

tabla2 <- tablas[ [4] ]
names (tabla2) [1] <- “Continente, subcontinente o
regién geogréfica”

names (tabla?2) [5] <- “Cambio medio absoluto anual”

4.6. Preparacion de datos

En la practica es inusual que el conjunto de datos esté completamente preparado
para el analisis; el conjunto puede tener datos faltantes, datos con errores, fuera de
rango, en diferente escala o inconsistentes. Por ello, es necesario una etapa de prepro-
cesamiento o preparacién de los datos (también llamada en algunas referencias etapa
de limpieza) para corregir estos aspectos. Ademas, es factible que las variables deban
ser sometidas a alguna transformacion para facilitar su analisis o la construccion de
modelos que las utilicen.

4.6.1. Ordenamiento y eliminacion de observaciones duplicadas

Un primer preprocesamiento del conjunto de datos puede consistir en un reordenamien-
to de este, respecto de alguna o varias variables o en la eliminacion de observaciones
duplicadas. Para estos fines, R provee las funciones order y unique que pueden ser
invocadas con varios argumentos de acuerdo con la necesidad particular.

Comunmente se desea reordenar el conjunto de datos en referencia con los valo-
res de una variable (columna). En este caso, el tnico argumento de la funcion order
es la variable de ordenamiento. Por ejemplo, el codigo R para ordenar un conjunto
de datos almacenado en un objeto datos respecto a la variable var del mismo con-
junto es:

# Reordenar respecto a una variable

datos <- datos[ order (datos$var), ]

También puede ser necesario ordenar de forma descendente en lugar de ascendente-
mente. En este caso la funcién order se invoca con el argumento decreasing=T.
El mismo ejemplo anterior ordenado de forma descendente respecto a la variable var
se escribiria en R como:

# Reordenar respecto a una variable
# Orden descendente

datos <- datos[ order (datos$var, decreasing=T), ]
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Igualmente, es posible reordenar el conjunto de datos por mas de una variable. Por
ejemplo, si se quiere ordenar un data frame almacenado en un objeto personas
primero por su variable edad y luego por su variable estatura, deberia invocarse
la funciéon order como se muestra a continuacion:

# Reordenar respecto a varias variables

personas <- personas| order (personas$edad, personas$estatura), ]

Para la eliminacién de observaciones duplicadas en un conjunto de datos en R, se
utiliza la funcién unique. Esta recibe como parametro un data frame o conjunto de
datos y devuelve como parametro otro conjunto de datos en el cual ninguna observa-
cion se repite. Debe aclararse que R considera que dos observaciones estan repetidas
si tienen los mismos valores en fodas las variables del conjunto.

# Eliminacién de duplicados

datos <- unique (datos)

4.6.2. Datos aislados (Qutliers)

Una primera inspeccién de una variable de respuesta o explicativa continua, posible-

mente utilizando algin método de visualizacién como plot, puede dejar entrever
que existen valores numéricos inusuales o alejados del resto de datos. Si bien estos
valores, denominados outliers, no son necesariamente errores, si es importante deter-
minar la causa de su valor inusual, ya que puede ser consecuencia de un error en la
captura del dato o un error en la escala.

Para una deteccion simple de estos valores, R provee una funcién denominada
which que recibe como parametro una condicidén que (se sospecha) cumple aquellos
datos cuestionables y devuelve por resultado las posiciones de las observaciones que
cumplen dicha condicién. Esto con el objetivo de corregir el dato o analizar mas en
profundidad el por qué de su valor.

Supodngase que en un estudio clinico de personas adultas se encontraron en la
variable estatura, valores como 155 o 0,45, los cuales pueden ser resultado de un
error de digitacion del dato en el primer caso o un valor que si bien es extrafio puede
deberse a una condicién especial en el crecimiento del segundo caso. El analista de
datos decidi6 que aquellos valores por fuera del intervalo [0, 50, 2, 40] pueden llegar
a ser datos inusuales. La forma de identificar la posicion en la variable se escribiria
en R como:

# Deteccidén de valores fuera de rango
which( estatura <= 0.50 | estatura > 2.40 )
[1] 50 212
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Se quiere recalcar en este punto la importancia de la visualizacién de las variables a
la hora de identificar los datos aislados, asi como enfatizar en que no todos los datos
aislados son errores y pueden ser respuestas genuinas. Eso si, hay que estar plenamente
consciente de su existencia y sus causas a la hora de analizar el conjunto de datos.

4.6.3. Niveles en datos categdricos

Una forma de determinar si existen errores en una variable categorica es comparar
el numero de niveles de la variable en la tabla de datos contra el nimero esperado
de niveles de la variable. Estos valores pueden diferir por errores de captura de datos
(digitacion) o por no tener en cuenta las mayusculas/minusculas en los nombres de
los niveles, entre otras.

Para determinar si se presentan mas niveles en una variable categdrica de
los esperados, R cuenta con dos funciones: levels, que lista los niveles de una
variable y table, que muestra cuantas veces cada nivel aparece en una variable de
una tabla de datos. Supongase que se cuenta con una tabla de datos como se muestra
a continuacion:

Estatura peso  genero
1 1.68 55 F
2 1.84 91 M
3 1.78 88 m
4 1.55 47 F
5 1.89 105 M

En este caso, si se aplica la funcidon table sobre la variable genero, se determina
que se tienen tres niveles de la variable cuando lo esperado es tener inicamente dos.
Esto es debido a que uno de los niveles fue digitado en letras minasculas (“m”) en
lugar de maytsculas (“M”).

# Identificacién de niveles inconsistentes
levels (personas$genero)

[1] “F” “m” “M”

table (personas$genero)

F m M

2 1 2

Una vez se determinan aquellos niveles inconsistentes, se puede utilizar la funcion
which para encontrar el nimero de observacion y corregir la tabla de datos em-
pleando la misma funcién levels. En la practica, es comun verificar variable por
variable, sean estas continuas o categoricas para determinar errores como los expues-
tos hasta ahora.
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which ( personas$genero == “m” )
[1] 3
levels (personas$genero) [3] <= “M”

Dado que en los modelos estadisticos que involucran variables categéricas, usual-
mente el primer nivel es utilizado como nivel de referencia, en ocasiones es necesario
cambiar el orden de los niveles. Para lograr este cambio de orden, R provee la funcién
relevel, ala cual se le especifica como argumento cudl debe ser el nivel que debe
aparecer en primer lugar y por lo tanto sirve como nivel de referencia. Esta funcién
se utiliza como se muestra a continuacion.

# Cambio de orden de los niveles

levels (personas$genero)

[1] “EF” M

personas$genero <- relevel ( personas$genero, “M” )
levels (personas$genero)

[1] V& wE

4.6.4. Combinacion de varios conjuntos de datos

En analisis de datos es comun tener que realizar operaciones sobre observaciones que
se encuentran almacenadas en dos o mas conjuntos de datos. Esto puede involucrar
la adicion de nuevas variables al conjunto de datos, integrar dos conjuntos de datos
con las mismas variables en uno solo o encontrar las observaciones en dos conjuntos
de datos que tienen una variable en comun.

La primera forma de combinacién es la integracion de dos conjuntos de datos
(data frames) con /as mismas variables, no necesariamente en el mismo orden. Esta
igualdad implica que los nombres de las variables sean iguales. Si el conjunto de
datos “datal” tiene la forma de la figura 2.1, y el conjunto de datos “data2” tiene la
siguiente forma,

X1 T2 %3 00G xp
On+41 Z(n+1)1 T(n+1)2 T(n+1)3 te T(n+1)p
On+4-2 T(n+2)1 T(n42)2 T(n+2)3 te T (n+2)p
On+3 T(n+3)1 T(n+3)2 T(n+3)3 s Z(n+3)p
On+M  T(n+M)1 T(n+M)2 T(n+M)3 = T(n+M)p
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entonces el resultado de la integracion por filas u observaciones es el siguiente:

T T2 T3 ce Tp

01 T11 T12 T13 o T1p

02 T21 T22 T23 e T2p

03 T31 x32 x33 e T3p

On Tnl Tn2 In3 Tt Tnp
On+1 T(n+1)1 T(n+1)2 T(n+1)3 e T(n+1)p
On4-2 T(n+2)1 T (n+2)2 T(n+2)3 T L(n+2)p
On+3 T(n+3)1 L (n+3)2 T (n+3)3 T L(n+3)p
On+M T(n+M)1 T(n+M)2 T(n+M)3 e T(n+M)p

Si se cumplen las anteriores condiciones, la funciéon rbind permite que las obser-
vaciones de un conjunto de datos data2 sean anexadas a/ final de un conjunto de
datos datal.

# Anexar filas al final de un data frame

data.integrado <- rbind(datal, data2)

En esta combinacion por filas, utilizando la funciéon rbind no se identifican los dupli-
cados ni se garantiza que los datos queden ordenados bajo algun criterio. También
es posible anexar tres o mas conjuntos de datos de una manera similar utilizando la
funcion rbind.

# Anexar filas al final de un data frame

data.integrado <- rbind(datal, data2, data3)

Una segunda forma de combinacion, es la integracion de dos conjuntos de datos
que contienen diferentes variables de las mismas observaciones, de forma que los
conjuntos de datos quedan en un formato “uno al lado del otro”. Si el conjunto de
datos “datal” tiene la forma de la figura 2.1 y el conjunto de datos “data2” tiene la
siguiente forma,
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Tp+1 Tp+2 Tp+3 T Tp+K
01 Ti(p4+1)  Ti(p+2) Ti(p+3) 7 Ti(p+K)
02 T2(p4+1)  L2(p+2)  L2(p+3) 7 T2(p+K)
03 I3(p+1)  T3(p+2) L3(p+3) T T3(p+K)
On  Tn(p+1)  Tn(p+2) Tn(p+3) " Tn(p+kK)

entonces el resultado de la integracion por columnas o variables es el siguiente:

L1 2 s Tp Tp+1 Tp42 e Tpt K
01 11 T12 Tt Tip Ti(p+1) T1(p+2) o T1(e+K)
02 21 T22 ce T2p T2(p+1) T2(p+2) te T2(p+K)
03 T31 Z32 o T3p T3(p+1) T3(p+2) Tt T3(p+K)
On Tnl Tn2 e Lnp Tn(p+1) Tn(p+2) Tt Tn(p+K)

La funcién para lograr esto en R es cbind. Se puede afirmar que cbind es la fun-
cion equivalente a rbind, solo que la primera opera a nivel de columnas y la segun-
da a nivel de filas (observaciones).

# Integracidén a nivel de columnas

data.integrado <- cbind(datal, data?2?)

De forma andloga a rbind, es posible combinar tres 0 mas conjuntos de datos,
siempre teniendo en cuenta que todos los conjuntos de datos deben tener el mismo
namero de filas (observaciones).

# Integracidén a nivel de columnas

data.integrado <- cbind(datal, data2, data3, data4d)

Una tercera forma de combinar dos conjuntos de datos es realizando un “empare-
jamiento” de observaciones de acuerdo con variables que tienen en comuin ambos
conjuntos de datos. En esta forma de combinacién solo aquellas observaciones que
aparezcan en ambos conjuntos de datos (de acuerdo con la(s) variable(s) en comun)
apareceran en el resultado de la combinacidén. Aquellas variables no comunes tam-
bién se anexaran en la combinacion. La funcion utilizada en R para realizar esta
funcion es merge, que recibe por parametro los conjuntos de datos a integrar.

139/E2



José Nelson Pérez Castillo

# Integracidén por variables comunes

data.integrado <- merge (datal, data?2)

La funcién merge automaticamente identifica aquellas variables que comparten el
mismo nombre y las utiliza para emparejar las observaciones. Puede suceder que si
bien dos variables representen el mismo concepto no estén nombradas exactamente
igual. En este caso es necesario especificar a la funcion merge cudles son los nom-
bres de las variables involucradas en la integracion tanto para el primer conjunto de
datos (argumento by . x) como para el segundo (argumento by . ).

# Integracidén por variables comunes

data.integrado <- merge (datal, data2, by.x="varl”, by.y="VAR1"”)

Por tultimo, si bien la funcidon merge excluye aquellas observaciones que no fueron
emparejadas por estar presentes solo en uno de los conjuntos de datos, es posible que
sean incluidas si el analisis asi lo requiere. Mayor informacién sobre esta funciona-
lidad y otras opciones de la funcidén merge se encuentran en la documentacién de
la funcion.

4.6.5. Cambios en la estructura de los datos

En ocasiones es necesario realizar cambios mayores a la estructura de un conjunto
de datos, ya que estos pueden encontrarse en un formato que, si bien corresponde a
un data frame, puede ser inconveniente a la hora de manejar los datos organizados
por grupos o subconjuntos. Considérese, a manera de ejemplo, el siguiente conjunto:

valor categoria

9.21 Tipo I
7.53 Tipo I
7.48 Tipo II
8.08 Tipo IIT
11.51 Tipo II
12.79 Tipo IIT
10.15 Tipo III
11.85 Tipo I
9.42 Tipo II
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Alternativamente, el anterior conjunto de datos puede presentarse de la siguiente forma:

Tipo I Tipo II Tipo III

9.21 7.48 8.08
7.531 8.08 12.79
11.85 11.51 10.15

Si bien esta segunda representacion no esta en formato de tabla de datos, pues los
datos de cada fila no corresponden a la misma observacion, puede en ocasiones
ser un formato mas conveniente para analizar los datos por multiples criterios para
resumir los datos agrupados en torno a una variable categorica o incluso si se desea
modelar los valores en funcién de la variable de agrupamiento. La primera represen-
tacion de los datos se conoce como forma apilada, mientras que la segunda se concibe
como forma no apilada. Es de suponer que R provee funciones para convertir un con-
junto de datos de forma apilada a no apilada y viceversa.

Para convertir de una forma no apilada a una apilada se utiliza la funcién stack.

# Conversidén de forma no apilada a apilada

datos.apilados <- stack( datos.no.apilados )

La funcién stack automaticamente renombra las nuevas variables a los valores
values e ind. Tambien es posible reasignar estos nombres a algo mas informativo
con la funcién names, explicada anteriormente.

names ( datos.apilados ) <- c(“valor”, “categoria”)

Si el conjunto de datos ya se encuentra en un formato de dos variables con los va-
lores y las variables de agrupamiento (como el mostrado anteriormente), la funcién
unstack convierte de un formato no apilado a un formato apilado, asi:

# Conversién de forma apilada a no apilada

datos.no.apilados <- unstack( datos.apilados )

Sin embargo, no es muy comun que el conjunto de datos se encuentre en este formato,
por lo cual es necesario especificar a la funcién unstack cual es la variable con los
valores y cual es la variable con los grupos. Para ello se utiliza un formato varvalores
~ var.grupos, de forma que la funcion unstack debe invocarse de la siguiente forma:
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datos.no.apilados <- unstack( datos.apilados,

var.valores~var.grupos )

Cabe mencionar, a manera de restriccidén, que para que este proceso de conversion
de datos apilados a no apilados funcione segun lo esperado, el nimero de valores en
cada uno de los grupos debe ser el mismo.

4.6.6. Otras transformaciones

Existen otras operaciones que pueden ser realizadas sobre un conjunto de datos con
el objetivo de facilitar su analisis. Una de ellas es la creacion de una nueva variable
categorica resultado de clasificar las observaciones de acuerdo con el valor de una
variable continua. Este tipo de transformacion debe ser sometida a amplio escrutinio,
pues las variables continuas proveen mas informacién que las variables categoricas,
por lo cual es mejor utilizar en los modelos las variables en su forma continua.

Si en definitiva el analisis lo requiere, R provee la funcién cut para la creacién de
esta nueva variable. A manera de ejemplo, supongase que se quiere crear una varia-
ble “estatura.cat”, resultado de clasificar la estatura de las personas de acuerdo con
el siguiente criterio: personas que midan menos de 150 cm seran clasificadas como
“Baja”; personas entre 160 cm y 180 cm seran clasificadas como “Mediana” y per-
sonas que midan mas de 180 cm seran clasificadas como “Alta”. La forma de lograr
esto en el lenguaje R utilizando la funcién cut se muestra a continuacién:

# Creacidén de nueva variable categdrica
personas$estatura.cat <-
cut ( personas$estatura, c(1.50, 1.60, 1.80, 2.10),
c(“Baja”, “Mediana”, “Alta”))
personas
estatura peso genero estatura.cat
1 1.68 55 F Mediana
2 1.84 91 M Alta
3 1.78 88 M Mediana
4 1.55 47 F Baja
5 1.89 105 M Alta

Debe notarse como en la utilizacion de la funcién cut el numero de niveles de catego-
rizacién es uno menos que el niumero de valores utilizados en la delimitacion de cada
nivel. También es posible especificar inicamente los niveles de categorizacion y permitir
que R determine cuales deben ser los valores de delimitacion. Para clasificar la estatura, el
comando utilizado para permitir que R determine los niveles de delimitacién es:
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personas$estatura.cat <-

cut ( personas$estatura, 3, c(“Baja”, “Mediana”, “Alta”))
personas
estatura peso genero estatura.cat

1 1.68 55 F Mediana

2 1.84 91 M Alta

3 1.78 88 M Alta

4 1.55 47 F Baja

5 1.89 105 M Alta
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5. Fundamentos de aprendizaje
de maquina en R

Sobre todo, no hagas dario.

—Hipdcrates

El propésito de este capitulo es introducir los conceptos de aprendizaje de maquina
aplicados al analisis de datos. El capitulo aborda tres tematicas: el problema de cla-
sificacion, en particular lo concerniente a los modelos de clasificacion basados en el
algoritmo A-NN; el aprendizaje probabilistico, en particular las técnicas de arboles
de decision y los modelos de segmentacion o clustering, en particular los modelos de
segmentacion basados en el algoritmo k-means.

5.1. Introduccidn al aprendizaje de maquina

El aprendizaje de maquina es subcampo de la inteligencia artificial y la estadistica,
cuyo objetivo principal es el desarrollo de algoritmos computacionales para trans-
formar datos en acciones inteligentes. Dentro del contexto del analisis de datos, las
técnicas de aprendizaje de maquina proveen algoritmos para transformar los datos en
conocimiento accionable, aprovechando el potencial de los datos, a través de técnicas sis-
tematicas que ayuden a dar sentido a los mismos y al proceso de toma de decisiones.

Esta definicidn esté relacionada con el concepto de mineria de datos y no es claro
hasta qué punto estos dos términos se sobrelapan. En este libro utilizaremos la dife-
renciacion, generalmente encontrada en la literatura, en la que aprendizaje de maquina
se enfoca en lograr que los computadores aprendan como utilizar los datos para re-
solver un problema, mientras mineria de datos se enfoca a la identificacion de patrones
utilizados en la solucién de un problema.

Si bien es casi imposible listar todos los casos de usos y aplicaciones de las técni-
cas de aprendizaje de maquina en la vida cotidiana, existen numerosas y prominen-
tes aplicaciones de estas técnicas en medicina, finanzas o climatologia. Entre estas
aplicaciones se pueden encontrar: prediccidon del resultado de elecciones populares,
prondstico del estado del tiempo y de cambios climaticos, deteccion de fraude en
transacciones bancarias, descubrimiento de secuencias genéticas involucradas en en-
fermedades, e incluso, hoy dia, los algoritmos que permiten que los drones y vehicu-
los puedan conducirse sin intervencion humana.

145/ E2



José Nelson Pérez Castillo

Estas aplicaciones de las técnicas de aprendizaje de maquina, dejan entrever que
pueden llegar a ser mas exitosas cuando son utilizadas para aumentar, en lugar de
reemplazar, el conocimiento especializado que pueda llegar a tener un experto en la
materia. De hecho, existe consenso en la comunidad cientifica referente a que el ob-
jetivo actual del aprendizaje de maquina no es la creacion de un “cerebro artificial”,
sino utilizar estas técnicas para asistir a la humanidad en el entendimiento de la gran
cantidad de datos con los que se cuenta, labor a todas luces imposible sin técnicas de
inteligencia artificial, y en particular de aprendizaje de maquina.

Es importante entender los limites de las técnicas de aprendizaje de maquina, y
en ese sentido es clave recalcar que actualmente las técnicas operan sobre parametros
estrictos, sin nocién del “sentido comun” y por ello es imprescindible determinar
qué es exactamente lo que el algoritmo “ha aprendido” antes de aplicarlo en esce-
narios de la vida real. También es cierto que las técnicas vigentes todavia presentan
deficiencias en algunas actividades realizadas por los humanos, como procesamiento
de texto o habla e incluso a la hora de contestar preguntas sencillas. Tampoco las
maquinas son, a la fecha, buenas realizando preguntas o determinando cuales vale
la pena plantear, por mencionar ejemplos de actividades simples de realizar para los
seres humanos.

De hecho, fue sonado el caso de la aplicacion Google Photos, que etiquet6d de
forma erronea a dos personas afrodescendientes y las confundié con gorilas, lo que
constituyo el primer caso de racismo en inteligencia artificial. Por supuesto, el avance
de la ciencia lograra que los computadores realicen estas actividades, incluso mejor
que los humanos, pero por ahora vale la pena resaltar que las técnicas de aprendizaje
de maquina son tan buenas como los datos de los cuales aprenden. En ese sentido el
reto es ofrecer a los algoritmos buenos conjuntos de datos para el entrenamiento y la
validacién de los modelos.

Si bien, el principal objetivo de las técnicas de aprendizaje de maquina no es la
creacion de un cerebro artificial, es importante notar que el aprendizaje utilizado por
estas técnicas es similar al usado por los seres humanos (y de hecho se basan en este
proceso natural); este proceso puede ser dividido en cuatro componentes interrelacio-
nados: almacenamiento de datos, abstraccion, generalizacion y evaluacién.

*  Almacenamiento de datos: utiliza la memoria y las observaciones previas para pro-
veer una base de hechos factuales sobre los cuales realizar razonamientos.

*  La abstraccion: involucra la traduccion de los datos almacenados en conceptos,
representaciones y asociaciones entre conceptos.

»  La generalizacion: utiliza las abstracciones realizadas sobre los datos para crear
conocimiento e inferencias que puedan ser utilizadas en contextos diferentes.
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*  Laevaluacion: es un mecanismo de realimentacion que mide la utilidad del cono-
cimiento aprendido e informa de potenciales mejoras.

Estos cuatro componentes estan estrechamente relacionados y de hecho no se pre-
sentan de forma lineal, en el sentido de “uno después del otro”. Vale resaltar que los
seres humanos realizan este proceso de manera mas o menos inconsciente.

Debido al enfoque utilizado en este libro, es relevante para el lector ver coémo este
proceso aplica en un proyecto que involucre técnicas de aprendizaje de maquina. En
general, cualquier algoritmo de aprendizaje de maquina requiere los siguientes pasos
para ser desplegado:

*  Recoleccion de datos. En esta parte del proceso se recolectan datos a ser utilizados
por el algoritmo de aprendizaje.

*  Preparacion y exploracion de datos. Proceso de exploracidn y analisis de calidad de
los datos, asi como preparacion de los datos para el aprendizaje en los formatos
requeridos por el algoritmo. Cualquier algoritmo de aprendizaje es tan bueno
como sus datos de entrada, de forma que este proceso es fundamental para apro-
vechar el verdadero potencial de las técnicas.

»  Entrenamiento del modelo. Una vez los datos estén preparados para analisis, se
ejecuta el algoritmo de aprendizaje para obtener un modelo.

*  Evaluacién del modelo. Dado que el modelo aprendido suele estar un poco ses-
gado, es importante verificar qué tanto el método computacional aprende de su
experiencia. Para ello se utiliza un conjunto de datos de prueba, para determi-
nar el verdadero potencial del modelo en casos diferentes a los utilizados en el
entrenamiento.

e Mejoramiento del modelo. Si se requiere mejor desempefo del modelo, deben
utilizarse estrategias mas avanzadas como cambiarlo, proveer mas datos de
entrenamiento o de pruebas o realizar un mejor trabajo a nivel de calidad de
los datos.

5.2. Tipos de algoritmos de aprendizaje de maquina

Es comun que los algoritmos de aprendizaje de maquina se dividan en diferentes
categorias. Entender esta clasificacion es quizas el primer paso a tener en cuenta si se
desea convertir los datos disponibles en “conocimiento accionable”, uno de los fines
del aprendizaje de la maquina.

En este punto es importante retomar las definiciones dadas en el capitulo 2 del
libro e introducir terminologia utilizada en el aprendizaje de maquina. En primer
lugar, un modelo predictivo busca la prediccién de un valor utilizando otros valores en
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el conjunto de datos. En los algoritmos de aprendizaje de maquina, este pretende des-
cubrir y modelar las relaciones entre la caracteristica objetivo y las otras caracteristicas.

Con el fin de unificar la terminologia, es fundamental aclarar que lo conocido en
estadistica como variable es entendido en el aprendizaje de maquina como caracteristi-
ca feature, asi como el término observacion es comunmente denominado como ejemplo
en el aprendizaje. La prediccién no necesariamente implica un pronostico a futuro,
si bien es la aplicacion mas comun, ya que también pueden utilizarse en predicciones
de eventos pasados o en tiempo real.

Dado que en los modelos predictivos esta especificado qué se requiere aprender y
como lo deben aprender, el proceso de entrenar un modelo predictivo se conoce como
aprendizaje supervisado. Formalmente, un algoritmo de aprendizaje supervisado busca op-
timizar una funcion —el modelo— para encontrar la combinacion de valores de las
caracteristicas que resulten en el rasgo objetivo. La tarea mas comun de aprendizaje
supervisado es predecir en cuadl categoria —denominada formalmente como clase—
debe ubicarse un ejemplo, donde cada categoria tiene multiples niveles. Este problema
se conoce como de clasificacion, y dada su popularidad no es de extrafar que existan
multiples algoritmos que lo aborden cada uno con sus ventajas y desventajas.

En oposicién a un modelo predictivo, un modelo descriptivo es utilizado en tareas
que se benefician de los descubrimientos obtenidos al resumir —describir— el con-
junto de datos en diferentes formas. En estos modelos ninguna caracteristica es mas
importante que otra y de hecho no hay una caracteristica objetivo que tenga que ser
aprendida. Debido a esto, el entrenamiento de un modelo descriptivo se denomina
aprendizaje no supervisado. Una de sus tareas es la de descubrimiento de patrones, que
busca identificar asociaciones utiles entre los datos, como andlisis de canasta, cuyo
objetivo es hallar items que frecuentemente se compran en conjunto, por ejemplo,
brownies-avenas, vestidos de bafio-gafas de sol o huevos-naranjas De hecho, uno de
los casos originales de este de analisis es cuanto menos curioso, puesto que detectd
una asociacion entre jpafiales y cervezasj en los consumidores de Estados Unidos.

Otra tarea comun de un modelo descriptivo es la segmentacion o clustering, con-
sistente en dividir un conjunto de datos en grupos homogéneos llamados clisters.
Algunas aplicaciones de esta tarea incluyen identificar individuos similares en com-
portamiento o informacion demografica, aplicacion conocida como andlisis de seg-
mentacién. De forma similar al algoritmo de clasificacion, su uso es tan comun que
existen diversos algoritmos que resuelven el problema.

A continuacion se introduciran algunos algoritmos y su implementacion en el
lenguaje de programacién R. Muchos de estos no se encuentran en la implementa-
cion base de la plataforma y por ello es necesario instalar paquetes adicionales como
RWeka, el cual se instala y configura como sigue:
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install.packages (“Rileka”)
library (RWeka)

5.3. Modelos de clasificacion

Estos modelos corresponden a uno de los enfoques comunmente utilizados para re-
solver los “clasificadores por vecinos mas cercanos” o nearest neighbors. La idea gene-
ral, detras de este enfoque, es sencilla y se puede resumir en el principio “si dos cosas
han de ser similares, es porque sus propiedades también lo son”.

Los algoritmos de clasificacion por vecinos mas cercanos utilizan este principio
para catalogar los datos en la misma categoria en que previamente se han clasificado
datos similares, justamente sus ‘“vecinos mas cercanos”. Detras de este concepto exis-
ten muchas aplicaciones, como reconocimiento de rostros, reconocimiento de texto
escrito, sistemas de recomendacion o incluso identificacion de patrones genéticos.

Existen limitaciones a este enfoque: los algoritmos basados en “vecinos mas cer-
canos” funcionan bien en tareas de clasificacion en las cuales los items que pertene-
cen a una misma clase tienden a ser homogéneos, es decir, existen claras distinciones
entre las clases o categorias. Si esta distincion no esta clara, el algoritmo puede tener
problemas identificando los limites de cada clase (o categoria), y por ello algunos
elementos pueden quedar incorrectamente clasificados.

Los algoritmos basados en el enfoque de vecinos mas cercanos se denominan a/-
goritmos tardios o perezosos, pues las fases de abstraccidon y generalizacidn no se llevan a
cabo de forma que el algoritmo no aprende nada. Otros autores se refieren a este tipo
de algoritmos como aprendizaje basado en instancias, si bien el concepto es el mismo,
pues no se aprende ningin parametro sobre los datos. Por esta razon se dificulta vis-
lumbrar como el clasificador estd utilizando los datos. Aun asi, es importante saber
que pese a que un algoritmo sea tardio no implica que no sea un algoritmo poderoso
y util, como lo muestran las aplicaciones antes mencionadas, y en ese sentido merece
la pena entender los detalles internos de un algoritmo basado en la técnica de vecinos
mas cercanos, a saber, el algoritmo £-NN.

5.3.1. Algoritmo kNN

Si bien es uno de los algoritmos mas simples, el algoritmo k-NN o k-vecinos mds cer-
canos es uno de los mas utilizados en las tareas de clasificacion, pues su fase de en-
trenamiento es rapida pese a que su etapa de clasificacion es lenta. También tiene
otras desventajas porque el algoritmo como tal no produce un modelo, luego no es
tan sencillo asimilar las relaciones entre las caracteristicas features de los objetos y las
clases, relaciones que en algunas aplicaciones deben ser entendidas.
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También se considera desventaja que el parametro % pueda ser introducido como
entrada al algoritmo sin un criterio de seleccion apropiado. £ es un término variable
que indica el numero de vecinos mas cercanos utilizado en el proceso de clasifica-
cién, y como tal desempefia papel fundamental en el algoritmo. El algoritmo k-NN
funciona como sigue:

1. Seleccionar un valor 4.

2. Seleccionar un conjunto de entrenamiento con suficientes ejemplos clasificados
en diferentes categorias o clases en una variable nominal.

3. Luego, para cada observacion del conjunto de prueba identificar los % ejemplos
en los datos de entrenamiento que son los mas cercanos en similitud, de acuerdo
con una métrica de similitud establecida.

4. De estos k elementos mas cercanos, obtener la clasificacion de la mayoria y
asignar esta categoria a la observacién de prueba.

Segtin se observa, el algoritmo A-NN requiere una funcion de distancia que permita
medir la similitud entre dos objetos. Tradicionalmente, el algoritmo utiliza la distan-
cia euclidiana, no obstante otras métricas, como las distancias manhattan, canberra,
minkowski, también pueden utilizarse en el entorno R.

Sean p y ¢ dos ejemplos (objetos) que se desean comparar, cada uno de ellos con
n caracteristicas. A manera de convencion, sean p, p,, **, p, los valores de estas n
caracteristicas para el ejemplo p, y andlogamente g, g,, **, g, los valores de estas para
el ejemplo g. Si las caracteristicas son de tipo numérico, se define la distancia dist(p,
¢) como:

dist(p,q) = V(1 — q1)> + (P2 — @2)* + -+ (Pn —an)?  (5.1)

El valor de k en el algoritmo A-NN juega papel fundamental en el mismo, pues este
determina qué tan bien el clasificador generalizara datos futuros. Si se selecciona
un valor alto de &, el clasificador puede ignorar patrones importantes, ya que el al-
goritmo tenderd a clasificar las futuras observaciones en la clase con la mayoria de
observaciones, sin importar los vecinos mas cercanos. En el otro caso, un valor bajo
de khara que el algoritmo sea sensible a outliers, datos ruidosos o incluso a datos que
hayan sido mal clasificados. Por ejemplo, puede suceder que al seleccionar k£ = 1 el
vecino mas cercano sea un ejemplo errébneamente clasificado.

En la practica existen al menos dos enfoques para encontrar un balance y ejecu-
tar el algoritmo con un valor de # apropiado. El primer enfoque consiste en hacer
k= \/ﬁ , donde N es el total de ejemplos de entrenamiento. Otra alternativa es en-
trenar el algoritmo para varios valores de £y seleccionar aquel con mejores resultados.
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Sin embargo, el valor de % pierde influencia en la efectividad del algoritmo a medida
que el conjunto de entrenamiento se hace mas grande, por lo cual en estos conjuntos
grandes el primer enfoque resulta en extremo util.

5.3.2. Normalizacion

La formula de distancia de la ecuacion 5.1 puede presentar problemas si alguna(s)
de las caracteristica(s) del ejemplo esta(n) en una escala diferente a la escala de las
otras caracteristicas. Supdngase que una caracteristica esta medida en una escala de
0 a 10, mientras la otra esta medida en una escala de 0 a 1000; las diferencias entre
los valores haran que la formula de distancia se diferencie inicamente por la segunda
caracteristica, sin tener en cuenta las otras.

Una forma de solucionar este problema es mediante un reescalamiento de cada
valor de la caracteristica. El método tradicional de reescalamiento es la normaliza-
cion min-max. Este es un proceso de transformacion que hace que todos los datos se
encuentren en el intervalo [0, 1], y puede interpretarse como un porcentaje (de 0%
a 100%) de qué tan lejos el valor original se encuentra en el rango de la variable. La
férmula de transformacion para un conjunto de datos X es la siguiente:

X —min(X)
maxz(X) — min(X) (52)

Knuevo =

Una forma de implementar esto en R es definiendo una funcién de normalizacion
normalizacion.min.max, la cual sigue directamente la enunciacién antes dada.

normalizacion.min.max <- function (x) {
return ((x-min(x))/ (max(x)-min(x)))
}

x <—= rnorm(50)

normalizacion.min.max (x)

[1] 0.47866755 0.55107688 0.68179903 0.41813673 0.63475738 0.32035425
[7] 0.58386657 0.07191344 0.40919836 0.48270735 0.49920988 0.44249158
[13] 0.34936539 0.61718382 0.65149824 0.56885081 0.55358324 0.46788009
[19] 0.98457248 0.54164045 0.66068095 0.79458481 0.54695811 0.65937930
[25] 0.42112569 0.16778615 0.55245682 0.63925279 0.31927690 0.22865491
[31] 0.83696501 0.51477526 1.00000000 0.00000000 0.69775077 0.29212509
[37] 0.36627155 0.14088320 0.71351510 0.95141488 0.60551371 0.45180782
[43] 0.40734005 0.44167220 0.73641486 0.45739304 0.23351581 0.24288683
[49] 0.66123040 0.44047764

Otra medida de transformacion es la estandarizacion por unidad tipificada, mas conoci-
da por su nombre en inglés z-score. Esta es una medida de normalizacion comun en
analisis estadistico y se define como sigue:
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T o (5.3)

De acuerdo con la notacion seguida en el libro, debe recordarse que u representa la
media y o la desviacion estandar de la variable. A diferencia de la normalizacién
max-min, esta tiene valores tanto positivos como negativos y no tienen un valor mi-
nimo 0 maximo.

En la plataforma R esta transformacion ya esta definida como parte de la insta-
lacion basica. La funcionalidad la realiza la funcion scale y se utiliza como sigue:

wx <— rnorm(50)
> scale (x)

[,1]
[1,] -1.60158521
[2,] 0.44456316
[3,] 0.23765034

[48,] -0.47182806
[49,] -0.34309173
[50,] 0.04694912

attr (,”scaled:center”)
[1] 0.2368786

attr (,”scaled:scale”)

[1] 0.8366277

Un comentario final sobre normalizacién, fundamental en el proceso de clasifi-
cacion, tiene que ver con que los valores de los nuevos ejemplos pueden estar por
fuera de los valores utilizados en el entrenamiento, por lo cual el proceso de normali-
zacion de los datos de pruebas o de los nuevos valores puede estar por fuera del rango
original. Debido a ello, se recomienda definir dos valores maximos y minimos cons-
tantes —garantizando que todos los valores se encuentren en este rango— y utilizar
estos valores en las formulas de normalizacion.

También es importante aclarar que si se utiliza la estandarizacion por unidad
tipificada, los futuros ejemplos deben tener una media y una desviacién estandar si-
milar a los ejemplos utilizados en el entrenamiento. Esta validacién puede realizarse
utilizando las pruebas de hipédtesis explicadas en la seccién 2.3.

5.3.3. Algoritmo k-NN en la plataforma R

Al ser un algoritmo comuinmente utilizado, no es de extrafar que ya esté implemen-
tado en la plataforma R. Una de las varias aplicaciones del algoritmo se encuentra en
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el paquete class, por lo que el primer paso debe ser instalar este paquete y cargarlo
en el entorno R.

install.packages (“class”)

library(class)

La aplicacién del paquete class es una implementacion estandar del algoritmo uti-
lizando distancias euclidianas. Los procesos de entrenamiento y clasificacion em-
plean una sola funcién knn de la siguiente forma:

knn( train, test, cl, k)

Los parametros requeridos por la funcion knn son:

*  El primer parametro de la funcion es un data frame que contiene el conjunto de
datos numéricos a utilizarse en el entrenamiento.

*  Elsegundo parametro es un data frame que contiene el conjunto de datos numé-
ricos a utilizar en la etapa de pruebas.

»  Eltercer parametro es un vector con la categoria de cada ejemplo en los datos de
entrenamiento.

*  El cuarto parametro es el entero k, que indica el numero de vecinos mas cerca-
nos a determinar por el algoritmo.

La funcién retorna un vector con la prediccion de la categoria para cada ejem-
plo de los datos de prueba. Supdngase que se cuenta con los conjuntos de datos
datos entrenamiento, datos prueba y con el vector de categorias
categorias entrenamiento. Segun la explicacion anterior, una forma de uti-
lizar la funcién knn es:

pred <- knn( train = datos_entrenamiento,
test = datos_prueba,
cl = categorias entrenamiento,

k = 8)

Naturalmente, el valor del pardmetro % se ingresa de acuerdo con las técnicas ante-
riormente expuestas, teniendo en cuenta la influencia de esta variable en la eficacia
general del algoritmo.

En la practica, es comun utilizar 75% de los ejemplos para el entrenamiento y
25% para la validacion, de forma que si se tiene el conjunto de datos, digamos en una
variable datos, los subconjuntos se obtienen como sigue:
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tam <- nrow (datos)
datos_entrenamiento <- datos[l:tam*0.75]

datos prueba <- datos[tam*0.75+1:tam]

Una vez se cuenta con la predicciéon de la categoria para cada ejemplo de prueba,
el siguiente paso es validar el modelo. En este punto se conocen tanto los resul-
tados de las categorias originales del conjunto de pruebas, como las categorias
resultados de la prediccidn, luego el proceso consiste en evaluar qué tanto concuerdan
ambos vectores de valores. Esta comparacion se puede realizar de multiples formas,
siendo la mas frecuente el uso de tabulaciones cruzadas. R provee, aparte de las funcio-
nes de la clase table explicadas en el capitulo 3, el paquete adicional gmodels, que
incluye una funcion de tabulacion cruzada mas apropiada para esta parte del proceso.

install.packages (“gmodels”)

La funcioén a utilizar del paquete gmodels se denomina CrossTable y recibe por
parametro tres argumentos: un vector con las categorias originales, otro con las cate-
gorias de la prediccion y un tercero estadistico relacionado con algunos ajustes de la
distribucion “chi-cuadrado”.

CrossTable( x=cat _original, y=pred,prop.chisg=FALSE)

La tabulacion cruzada ofrece por resultado la precision del modelo, obteniendo un por-
centaje del total de categorias correctamente clasificadas, esto es, que concuerdan.
Entre mas cercano sea este valor al 100% se considera que el modelo, al menos en
los datos de entrenamiento, es mejor.

5.4. Arboles de decisidn y de clasificacion

La clasificacién por arboles de decision utiliza una estructura de drbol para modelar las
relaciones entre las caracteristicas y las potenciales salidas del modelo. La estructura
del arbol tiene los siguientes componentes: nodos de decision, que requieren decidir so-
bre multiples opciones u alternativas basadas en un atributo; cada una de estas alterna-
tivas divide los datos en ramas que indican las potenciales sal/idas de una decision. Las
alternativas pueden ser binarias —si 0 no— o comprender mas de dos posibilidades.
En caso que una decision final pueda determinarse, la rama termina en un nodo hoja
o terminal, que denota la accion a realizar como resultado de elecciones efectuadas
desde la raiz del arbol hasta el nodo terminal. Un ejemplo de la estructura de un arbol
de decision se muestra en la figura 5.1.
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Figura 5.1. Ejemplo de &rbol de decision

Nodo de C
1

" Nodo de Decisién

Fuente: Elaboracion propia

Una de las ventajas como clasificador de un arbol de decision respecto a un algoritmo
k-NN es que en un arbol de decisién es claro cémo y por qué el algoritmo funciona
para una tarea particular, mientras que en el algoritmo £-NN no es del todo transpa-
rente el mecanismo de clasificacion. Esto hace que estos clasificadores resulten utiles
en diagnostico de enfermedades, procesos de aplicacién de candidatos a créditos o
admision en alguna institucion académica, en estudios de mercadeo, y en general
cualquier estudio que demande compartir resultados con otros de forma que la cons-
truccion del modelo de clasificacion requiera estar explicita.

Es importante mencionar que a pesar de su utilidad, existen escenarios en los
cuales no es del todo conveniente utilizar arboles para las tareas de clasificacion.
En particular, aquellas aplicaciones con gran numero de caracteristicas nominales
con multiples niveles o con gran cantidad de caracteristicas numéricas. La principal
razon detras de esto es la complejidad asociada a gran nimero de nodos de decision
y a cierta tendencia a sobreajustar los datos, reduciendo de esta forma la capacidad
predictiva del modelo.

5.4.1. Construyendo un arbol de decision: algoritmo C5.0

Dado que los datos del mundo real contienen multiples caracteristicas por elemen-
to, los arboles de decision rapidamente alcanzan un nivel de complejidad alto, con
numerosos nodos de decision, ramas y nodos terminales. Debido a esto, se planted
la posibilidad de construir de forma automatica los modelos basados en arboles de deci-
sion. En este libro se utilizara el algoritmo C5. 0, desarrollado por J. Ross Quinlan;
version mejorada de su algoritmo C4 .5 y que se considera el estandar “” de facto
para construir arboles de decision. Las razones detras del porqué este algoritmo se ha
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convertido en el estandar “de facto” son variadas, pero principalmente tienen que ver
con que funciona bien para un numero considerable de problemas sin requerir mayor
configuracién, ademas de lo sencillo que es de entender, ya que puede ser interpreta-
do sin requerir demasiada formalidad matematica. Otras caracteristicas importantes
de este algoritmo son:

*  Maneja correctamente caracteristicas numéricas y nominales, asi como datos faltantes.
*  Puede ser utilizado en conjuntos de datos grandes y pequenos.
*  Excluye caracteristicas que no son importantes.

*  Comparado con otros modelos como redes neuronales o maquinas vectoriales
es mas eficiente.

Sin embargo, el algoritmo presenta debilidades, las cuales deben ser tenidas en
cuenta si se ha de utilizar en algin proyecto practico. Las principales limitaciones
del algoritmo son:

*  Tendencia a obtener un modelo que sobre-ajusta o sub-ajusta los datos.

*  Pequefios cambios en los ejemplos de entrenamiento pueden cambiar sustan-
cialmente la légica de decision.

*  En arboles de decisién de gran complejidad las decisiones pueden parecer con-
trarias a la intuicion y dificiles de interpretar.

» Tendencia a que las caracteristicas nominales con mayor numero de niveles do-
minen la l6gica de decisiéon en el modelo.

Con las ventajas y debilidades del algoritmo C5.0 identificadas, se detallan a con-
tinuaciéon los pasos involucrados en la construccién automatica de un arbol de
decision. Sin embargo, como paso preliminar a la explicacion, es necesario introducir
terminologia y definiciones matematicas en las cuales esta basado el algoritmo.

Pureza es una medida de qué tanto un subconjunto de ejemplos contiene tnica-
mente una clase. Cualquier subconjunto compuesto solo de una clase se denomina
puro. Estas definiciones son importantes porque uno de los objetivos del algoritmo es
particionar el conjunto de datos, de forma que se obtengan subconjuntos puros, cuyos
ejemplos pertenezcan a una unica clase.

Si bien existen varias medidas de pureza, el algoritmo C5 hace uso del concep-
to de entropia. La entropia es una medida que cuantifica la aleatoriedad, desorden
u homogeneidad de un conjunto de valores en una clase. Los conjuntos con alta
entropia son ampliamente diversos, en tanto un elemento del conjunto ofrece poca
informacion sobre los elementos restantes del mismo. En contraparte, los conjuntos
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con baja entropia son ampliamente homogéneos. La unidad de medida de la entropia
se denomina bits.

Sea S un (sub)conjunto de datos, ¢ el nimero de niveles de una caracteristica de
tipo categorico (o0 numero de clases) y p, la proporcion de valores del (sub)conjunto
de datos clasificados en el nivel 7. Se define la entropia como:

n

Entropia(S) = ) —piloga(ps)
i=1 (5.4)
Para 7 clases, la entropia se encuentra entre los valores 0 a log,n bits. Una entropia
de 0 bits significa que el conjunto es totalmente homogéneo (puro), mientras el valor
maximo de log,n indica que el conjunto es tan diverso como es posible.

Un reto fundamental a resolver en la construccion automatica de un arbol de
decision a partir de un conjunto de datos, es identificar la caracteristica involucra-
da en el nodo de decision para generar las distintas alternativas. Para determinar
esta caracteristica, el algoritmo utiliza la métrica de entropia, previamente definida,
para calcular el cambio en la homogeneidad del (sub)conjunto de datos que resultaria de
particionar el (sub)conjunto utilizando cada una de las caracteristicas posibles. Esta me-
dida se denomina ganancia de informacion o Information Gain (1G), y se define como:

IG(C) = Entropia(S1) — Entropia(Ss)

(5.5)
donde IG(C) es la ganancia de informacion para la caracteristica C, S, es el segmento
antes de la particion, y S, las particiones resultantes después de la particion del (sub)
conjunto. Sin embargo, después del particionamiento los datos son divididos en mas
de una particion, luego Entropia(S,) debe considerar la entropia total teniendo en
cuenta todas estas particiones. Para ello, definase w, como la proporcion de ejemplos
en cada particion P,y definase la entropia total de todas las particiones como una
suma ponderada, asi:

n
Entropia(Ss2) = ZwiEntropia(Pi)
=1 (5.6)

A mayor ganancia de informacion, se puede concluir que esa caracteristica es la mejor,
creando grupos homogéneos después de una particion al utilizar dicha caracteristica.
Si no hay ganancia de informacion, se puede concluir que no habria reduccion en la
entropia del (sub)conjunto si se particionara el conjunto de datos por esta caracteris-
tica, luego no seria una caracteristica candidata a utilizar en el particionamiento. Por
otro lado, si la entropia, después de la particion del conjunto (Entropia(S,)) es igual a
0, significa que la particion obtiene por resultado grupos completamente homogéneos.
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5.4.2. Arboles de decision en la plataforma R

La funcion a utilizar en R para crear arboles de decision utilizando el algoritmo C5.0
esla c5.0, que recibe los siguientes parametros:

» Tabla de datos con el conjunto de entrenamiento.

»  Para cada ejemplo (observacion) del conjunto de entrenamiento, el vector con la
clase a la cual pertenece cada uno de ellos.

*  Un numero opcional que controla el numero de iteraciones del proceso.

*  Una matriz opcional con informaciéon de manejo de error.

La funcion se utiliza en dos etapas: la primera crea el modelo haciendo uso de la
funcién C5.0.

modelo < - C5.0( datos, categorias )

La segunda, similar a los métodos de clasificacion, utiliza la funcién predict para
validar el modelo sobre los datos de entrenamiento.

pred < - predict( modelo, datos pruebas )

La funcién summary sobre el modelo contiene toda la informacion del modelo, inclui-
da la estructura del arbol de decision. De forma similar a los algoritmos de clasifica-
cién se pueden utilizar tabulaciones cruzadas para determinar la precision del modelo.

5.5. Modelos de segmentacion

Son una técnica cuyo objetivo es encontrar de forma automatica subgrupos de ob-
servaciones en un conjunto de datos. Si bien pueden ser utilizados como una técnica
de reduccion de un nimero grande de observaciones a un nimero menor de grupos
o “claster”, su principal aplicacién tiene que ver con hallar grupos de observaciones
que bajo cierta métrica se puedan considerar similares. Esto tiene aplicaciones en
campos como el mercadeo, donde se pueden agrupar los compradores en grupos
similares basados en sus habitos de compra o en su informacién demografica. De
esta forma, es posible diferenciar y enfocar de forma estratégica las campanas de
mercadeo para cada uno de estos subgrupos.

A cada subgrupo se denomina cluster, término que informalmente se define como
un grupo de observaciones mas similares entre ellas de lo que son a las observa-
ciones realizadas en otros grupos. Dependiendo de la forma en la cual se arman
los cluster, las técnicas se pueden dividir en técnicas de particionamiento, en las que
se especifica a priori el numero de clister K y estos “migran” observaciones entre
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uno y otro formando grupos uniformes o en técnicas jerdrquicas aglomerativas, en las
que cada observacién comienza siendo su propio cluster y después estos empiezan a
combinarse. Para cada técnica, existen diversos algoritmos, siendo los mas populares
“k-means”, en el caso de las técnicas de particionamiento, y los algoritmos vinculados
(enlazados) en el caso de las técnicas jerarquicas.

5.5.1. Proceso de creacion de modelos de segmentacion

Antes de invocar las respectivas funciones en la plataforma de analisis de datos es
necesario seguir una serie de pasos comunes para que la construccion del modelo de
segmentacion sea efectiva.

1. Seleccionar los atributos apropiados que permitan identificar diferencias entre
las distintas observaciones del conjunto de datos. Este es quizas el paso mas im-
portante en el analisis, pues una seleccion inapropiada de las variables hara que
los algoritmos no arrojen los resultados esperados del analisis.

2. Normalizar los datos siguiendo los procesos de transformacion explicados en
la seccién 5.3.2. Tanto la normalizaciéon min-max como el z-score son frecuente-
mente utilizados en los analisis de segmentacion.

3. Identificar los outliers, ya que muchos algoritmos son en extremo sensibles a los
datos aislados. También pueden utilizarse algoritmos mas robustos a la presen-
cia de estos datos.

4. Definir la métrica de distancia entre las entidades a segmentar.

5. Seleccionar el algoritmo de segmentacion. Generalmente se escogen varios mé-
todos para identificar qué tan robusto es el resultado dependiendo de la eleccion
del algoritmo.

Obtener varias soluciones.
Determinar el numero de grupos o clister.

Visualizar los resultados.

v =N o

Interpretar los resultados.
10. Validar los resultados para evaluar no solo su estabilidad, sino determinar si

tienen sentido en el campo particular de aplicacion de los datos.

5.5.2. Algoritmo k-means

Es uno de los métodos mas populares para el analisis de segmentacion mediante téc-
nicas de particionamiento (junto con el algoritmo PAM). Los conceptos principales
alrededor de los cuales funciona el algoritmo son los de centroide y la métrica de
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distancia o similitud. Informalmente se define un centroide como el vector de valores
alrededor de los cuales se encuentran los elementos pertenecientes a cada subgrupo.

El algoritmo sigue estos pasos:

*  Seleccionar aleatoriamente K observaciones del conjunto de datos cuyo objetivo
de servir de centroides.

e Para cada observacion determinar cudl es su centroide mas cercano.

*  Recalcular los centroides de cada cliister. Para ello tomar todas las observaciones
pertenecientes al cluster, y para cada variable de la observacion calcular la media.
Con esto se obtiene un vector de longitud igual al numero de variables, con cada
componente en la correspondiente media de las observaciones del subgrupo.

*  Reasignar las observaciones a su centroide mas cercano.

*  Repetir los pasos 3 y 4 hasta que el algoritmo alcance un nimero de iteraciones
determinado.

En la implementacion, algunos detalles pueden variar.

El algoritmo k-means tiene caracteristicas que lo hacen relevante, como permitir
conjuntos de observaciones mas grandes que los encontrados en lo enfoques jerarqui-
cos. Que las observaciones no permanezcan en el mismo clister durante la ejecucién
del algoritmo ayuda a obtener una mejor solucion. Sin embargo, tiene restricciones
y desventajas, como circunscribir su aplicacién a variables numéricas y que sean en
extremo sensibles a valores aislados (outliers), consecuencia de utilizar la media arit-
mética en el recalculo de los centroides.

5.5.3. Modelos de segmentacion en R

La funcién en R para realizar modelos de segmentacion basados en el algoritmo
k-means es kmeans (df, k), donde df es el conjunto de datos numéricos y &
es el numero de subgrupos o clusters a obtener. Esta funcidn se encuentra en el pa-
quete stats.

grupos <- kmeans( df, k )

La funcion retorna un objeto de tipo cluster con la siguiente informacion:

e gruposS$Sclusters: vector de las asignaciones a los clusters realizados por la
funcién.

* grupos$centers: matriz que indica los valores medios para cada una de las
caracteristicas

e gruposs$size: lista el numero de ejemplos asignados a cada cluster.
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A diferencia de los modelos de clasificacion, en el problema de segmentacion no se
obtiene una prediccién, en el sentido estricto de la palabra, pues no se utilizd un con-
junto de entrenamiento debido a su caracteristica no supervisada.
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6. Caso de estudio: reglas de asociacion

Lo que se oye se olvida, lo que se ve, se recuerda y lo que se hace se aprende.
—Proverbio chino

En los capitulos anteriores se presentaron diferentes tematicas relacionadas con cien-
cia de datos, abarcando desde la definicion del término hasta el andlisis estadistico y
de aprendizaje de maquina, pasando por las etapas que constituyen un proyecto de
ciencia de datos. Este capitulo presenta la aplicacidon de algunas técnicas estudiadas,
las etapas de un proyecto de ciencia de datos y nuevas técnicas de analisis de datos
para resolver problemas de reglas de asociacion, cuyo ejemplo mas comun es el andlisis
de canasta.

El descubrimiento de reglas de asociacién se identificd como una de las aplicacio-
nes mas comunes y utiles en pequefnias y medianas empresas como parte del proyecto
de investigacion: Modelos para el aporte eficaz de la ciencia de datos a la mejora de la com-
petitividad del sector empresarial colombiano, proyecto en el cual se enmarca este libro.
Ahora, si bien los conjuntos de datos utilizados en el mencionado proyecto no son
exactamente los mostrados en las secciones de este capitulo, las técnicas de andlisis
son esencialmente las mismas, aplicadas sobre un conjunto de datos mas genérico y
propicio para un libro como este.

6.1. Reglas de asociacion

Estas reglas permiten explorar las relaciones entre items y conjuntos de items, como
las palabras contenidas en oraciones, los componentes de productos alimenticios, o
el caso mas conocido, transacciones en una tienda, aplicaciéon denominada andlisis de
canasta. Este tipo de andlisis permite investigar si dos o mas productos estan siendo
comprados juntos en la misma transaccién, asi como identificar si la compra de uno
o varios productos incrementa la posibilidad de comprar otro.

Considérense las siguientes transacciones —compras de productos— por parte de
varios usuarios:

* T,. Huevos; jugo de naranja; bebida gaseosa; pan de molde.
¢ T,. Huevos; harina de trigo; aztcar.

*  T,. Huevos; jugo de naranja; pan de molde.
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* T,.Jugo de naranja, pan de molde; azucar.

* T,. Huevos; jamoén; pan de molde.

A primera vista parece existir alguna relacion entre compras de “Huevos” y “Pan de
molde”, ya que 60% de las transacciones contienen ambos elementos; si bien cabe
preguntarse si seria posible establecer estas relaciones en miles de transacciones, cada
una de ellas compuesta por decenas de elementos. El objetivo es, entonces, obtener
reglas de asociacidén en forma automatica —incluidas aquellas que pueden no ser
obvias en un primer analisis del conjunto de transacciones— asi como derivar indi-
cadores de la confiabilidad de esas asociaciones.

Una definicién formal de una regla de asociacion X = Y establece dos componentes:
un antecedente X, el cual es un conjunto #temset, compuesto por uno o varios elementos
y un consecuente Y, el cual es un solo elemento. Un conjunto de elementos es frecuente
si su ocurrencia es superior a un umbral denominado soporte 0 apoyo minimo. Aquellos
elementos cuya ocurrencia no supera el umbral son omitidos, proceso que se deno-
mina poda.

El soporte de un conjunto de elementos se define como la proporcion sobre el total
de transacciones o casos en los cuales los elementos del conjunto estan presentes. En los
ejemplos anteriores, el soporte del conjunto Jugodenaranja, pandemolde es 0,6, pues este
conjunto de elementos aparece en tres de las cinco transacciones. De igual modo, el so-
porte del conjunto Huevos es 0,8, pues esta presente en cuatro de las cinco transacciones.

Otra medida de interés encontrada en la literatura de reglas de asociacion es la
confianza, definida como la proporcion de los casos de X donde X = Y. Esta medida
puede ser computada como el nimero de casos (transacciones) que tienen tanto a x
como a Y dividido entre el nimero de casos en los cuales esta presente inicamente
X, esto es confianza (X = Y) = soporte (X U Y) / soporte (X). A manera de ejemplo,
considérese la regla de asociacion Jugodenaranja, pandemolde = Huevos. La confianza
de esta regla es 2/3 = 0,66.

Para finalizar lo relacionado con la terminologia se define el incremento de con-
fianza (liff) como sigue: lifi(X = Y) = soporte(X = Y) / (soporte(X) * soporte(Y)). Esta
medida es indicador de qué tanto se incrementa el soporte de una regla por encima
de lo que puede ser esperado unicamente por el azar; si este valor es mayor que 1,
se concluye que la regla de asociacion explica la relacion entre los items mejor de lo
esperado unicamente por el azar.

6.2. Algoritmo a priori

Esta seccidon establece los fundamentos tedrico-practicos del algoritmo apriori,
utilizado para computar tanto los conjuntos de items como las reglas de asociacion
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de una forma computacionalmente eficiente, asi como las medidas de soporte y
confianza de estas reglas. La estrategia utilizada por el algoritmo consiste en des-
cartar conjuntos de items infrecuentes sin computar su soporte. Adicionalmente, la
estrategia aprovecha que los subconjuntos de un conjunto de items frecuente también
son frecuentes.

Considérese una representacion binaria de la base de datos de transacciones uti-
lizada como ejemplo en la seccidn anterior. Esta representacion identifica con 1 si el
item aparece en la transaccion y con 0 en caso contrario.

Tabla 6.1. Representacion binaria de transacciones

Transaccién | Huevos Jugo Bebida Pan Harina | Azicar | Jamén
de Naranja | Gaseosa | de Molde | de Trigo
1 1 1 0

N| W[N] ==
—lo|~]|~]|~
(=R RN Rl B Ne]
el K=l K=l K= N

0
1
1
1

Ol |=|O
(=3 Nl Nl e
S| o|Oo| -

Fuente: Elaboracion propia

El algoritmo apriori genera las reglas computando las posibles reglas de asocia-
cién que tienen a un solo item como consecuente. Para cada regla calcula la confian-
za, y aprovechando que si dos reglas X7 = Y1y X2 = Y2tienen una confianza alta, la
regla X1 | J X2= {Y1, Y2} también la tendrd. De esta forma, el algoritmo construye
reglas con 2, 3 y demds items como consecuente.

6.3. Caso de estudio: reglas de asociacion en R

Una vez finalizado el marco conceptual basico sobre reglas de asociacion, el objetivo
de esta seccion es ejemplificar la aplicacion de estos conceptos en un caso practico.
La mineria de reglas de asociacion fue una de las principales técnicas utilizadas en
este proyecto de investigacion, enfatizando la aplicacion de estas técnicas en el dise-
fio de los sistemas de recomendacion.

Los sistemas de recomendacion son herramientas de software que proveen sugeren-
cias de items (informacion o productos), probablemente de utilidad para un usuario.
Aplicaciones actuales de los sistemas de recomendacién pueden encontrarse en el co-
mercio electronico, donde se recomiendan nuevos items de compra con base en lo que
otros compraron o items que por su propio contenido se pueden considerar similares.
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Otras aplicaciones se pueden encontrar en el entretenimiento como recomenda-
ciones de videos, noticias, canciones u otro material multimedia. También se en-
cuentran aplicaciones en la gestion del talento humano, donde se recomienda a los
individuos, empresas o trabajos a los cuales aplicar, y a las empresas, individuos a
contratar, o incluso, en redes sociales, sugerir amigos o0 personas 0 empresas a Seguir.

Si bien en el mencionado proyecto se usaron conjuntos de datos de validacion di-
ferentes a los utilizados a continuacion, las técnicas e ideas expuestas son en esencia
las mismas. Adicionalmente, se involucran diferentes técnicas y analisis en la pla-
taforma R tratadas en capitulos anteriores, con el objetivo de abordar las diferentes
etapas de un proyecto de analisis de datos.

La libreria R, que se utilizara en este capitulo, se denomina arules, la cual,
aparte de proveer una implementacion del algoritmo a priori, provee un conjunto de
datos denominado Groceries, con el objetivo de validar el algoritmo en la aplica-
cion de andlisis de canasta.

Los siguientes comandos R instalan la libreria y cargan el conjunto de transaccio-
nes Groceries.

# Instalar arules y cargar el data frame
# Groceries
install.packages (“arules”)

library (arules)

data (Groceries)

6.3.1. Anlisis exploratorio del caso de estudio

Debido a que los procesos de obtencién y limpieza de datos de la metodologia
(OSEMN) ya fueron realizados, se empezara el andlisis exploratorio de este conjunto
de datos. Algunos pasos iniciales de esta exploracion involucran determinar el tama-
fio del conjunto de datos y los nombres de las columnas. Los comandos en R para
realizar este proceso se muestran a continuacion:

# Dimensiones del conjunto de datos
> Groceries

transactions in sparse format with
9835 transactions (rows) and

169 items (columns)

> dim(Groceries)

[1] 9835 169
> colnames (Groceries)
[1] “frankfurter” “sausage”
[3] “liver loaf” “ham”
[5] “meat” “inished products”
[7] “organic sausage” “chicken”
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Segun lo observado, se cuenta con un total de 9835 transacciones y 169 diferentes
productos en la canasta. Como es de esperarse por la aplicacion, los nombres de los
productos (columnas) corresponden a elementos tipicos que se encontrarian en un
supermercado o tienda.

Conforme a lo planteado anteriormente es comun establecer estadisticas descrip-
tivas del conjunto de datos. En este caso, estas ayudan a responder preguntas como:
(cudl es el maximo de productos o items que se adquirieron en una transaccion?,
[cuantos productos en promedio se compran por transaccion?, jcual es el maximo
de productos que llevan el 90 % de quienes compran? Con ayuda de las funciones R,
summary y quantile, resolver estas preguntas es sencillo.

# Obtener estadisticas de resumen
sizes <- size (Groceries)
summary (sizes)
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.000 2.000 3.000 4.409 6.000 32.000
# Calcular cuantiles
quantile (sizes, probs=seq(0,1,0.1))
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
1 1 1 2 3 3 4 5 7 9 32
quantile (sizes, probs=c(0.99,1))
99% 100%
16 32

Las salidas arrojadas por R indican que en promedio cada transaccion consta de tres
items, y que el maximo de items en una transaccion es 32. M4és interesante aun, el
analisis exploratorio de datos permite concluir hechos como que el 90% de las tran-
sacciones tiene menos de nueve items, que el 99 % de las transacciones implica menos
de 16 items o que el 22 % de las transacciones contiene un unico item. Puede hacerse
uso de la visualizacion (en este caso, una grafica de barras) para resaltar estos hechos.

# Calcular cuantiles y visualizar

# en gréfica de barras

barplot ( quantile(sizes, probs=seq(0,1,0.01)) )

El analisis exploratorio de datos puede incluso proveer informacién sobre la frecuen-
cia relativa de cada producto (que no es otra cosa que el soporte del item individual).
Preguntarse cuales son los diez productos que mas veces aparecen en las transaccio-
nes puede resolverse haciendo uso de funciones R como itemFrequency y sort.
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También es posible apoyarse en la visualizacién para determinar, por ejemplo, la
distribucion de los productos.

# Obtener la distribucidén de frecuencias

fregs <- itemFrequency (Groceries)

summary (fregs)

Min. Ist Qu. Median Mean 3rd Qu. Max.
0.0001017 0.0038637 0.0104728 0.0260915 0.0310117 0.2555160

# Obtener el conteo de los productos

conteo <- (fregs/sum(freqgs))*sum(sizes)

summary (conteo)

Min. 1st Qu Median Mean 3rd Qu. Max .
1.0 38.0 103.0 256.6 305.0 2513.00

# Ordenar y obtener los 10 con méds apariciones
prod.orden <- sort(conteo, decreasing=T)

prod.orden[1:10]

whole milk other vegetables rolls/buns soda
2513 1903 1809 1715
yogurt bottled water root vegetables tropical fruit
1372 1087 1072 1032
shopping bags sausage
969 924

Figura 6.1. Distribucién de cuantiles en el caso de estudio
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Fuente: Elaboracion propia
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Al observar las salidas de las funciones R se colige que la respuesta a la pregun-
ta “;cuales son los diez productos que mas veces aparecen en las transacciones?”,
son: leche entera (2513 apariciones), otros vegetales (1903), ..., yogurt (1372), agua
embotellada (1087), ..., y salchichas (924). Adicionalmente, es posible generar una
visualizacion de la frecuencia relativa de los productos con mas apariciones. Para ello
se utiliza la funcién itemFrequencyPlot, la cual suele recibir por parametro el
nivel minimo de soporte.

# Graficar los productos con determinado
# soporte

itemFrequencyPlot (Groceries, support=0.08)

Figura 6.2. Frecuencia relativa de los items del caso de estudio
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Fuente: Elaboracion propia

6.3.2. Generacion de modelos del caso de estudio

El analisis exploratorio de los datos provee informacién y visualizaciones que permi-
ten obtener informacién del conjunto de datos no disponible en un primer momento,
y siguiendo con la etapa de modelado de un proyecto de analisis de datos, se busca
obtener algin modelo que permita entender las relaciones entre los datos y deter-
minar predicciones. En este caso, la etapa de modelado da por resultado reglas de
asociacion utilizando el algoritmo apriori.

Como es de esperarse, la libreria arules contiene ya una implementacién del
algoritmo en la funcion apriori, que recibe por parametro el conjunto de transac-
ciones y parametros propios de algoritmos como el soporte y la confianza.
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# Generar reglas con algoritmo apriori

# Soporte minimo = 0.05

# Confianza = 0.1

reglas <- apriori (Groceries, parameter=
list (support = 0.05, confidence= 0.1))

Apriori

Parameter specification:

confidence minval smax arem aval original Support
0.1 0.1 1 none FALSE TRUE

maxtime support minlen maxlen target ext
5 0.05 1 10 rules FALSE

Algorithmic control:

filter tree heap memopt load sort verbose
0.1 TRUE TRUE FALSE TRUE 2 TRUE
Absolute minimum support count: 491

set item appearances ...[0 item(s)] done [0.00s].

set transactions ...[169 item(s), 9835 transaction(s) ]

done [0.00s].

sorting and recoding items ... [28 item(s)] done [0.00s].

creating transaction tree ... done [0.00s].

checking subsets of size 1 2 done [0.00s].

writing ... [14 rule(s)] done [0.00s].

creating S4 object ... done [0.00s].

La salida de la funcion apriori provee informacion variada sobre algunos parame-
tros de control del algoritmo, el tiempo que tomé la creacién de las reglas y cuantas
reglas de asociacion fueron creadas. En este caso, para un nivel de soporte de 0;05 y
una confianza de 0;1 se crearon 14 reglas.

Para obtener las reglas de asociacion generadas por el algoritmo “apriori” se uti-
liza la funcién inspect.

# Inspeccionar reglas de asociaciédn

inspect (reglas)

lhs rhs support confidence
[9] {yogurt} => {whole milk} 0.05602440 0.4016035
[10] {whole milk} => {yogurt} 0.05602440 0.2192598
[11] {rolls/buns} => {whole milk} 0.05663447 0.3079049
[12] {whole milk} => {rolls/buns} 0.05663447 0.2216474

[14] {whole milk} => {other vegetables}0.07483477 0.2928770

EC1170



Introduccion a la ciencia de datos en R. Un enfoque préactico

Haciendo uso de la funcién sort, es posible listar solo las 7 reglas de asociacién
que tengan el nivel mas alto de confianza. Para lograr esto, se invoca la funcién
inspect, como se muestra a continuacion:

# Reglas ordenadas por confianza

inspect (sort (reglas, by="confidence”))

lhs rhs support confidence

{yogurt} => {whole milk} 0.05602440 0.4016035
{other vegetables} => {whole milk} 0.07483477 0.3867578
{rolls/buns} => {whole milk} 0.05663447 0.3079049
{whole milk} => {other vegetables} 0.07483477 0.2928770

En este caso, la regla con mas confianza indica que “Yogurt” y “Leche entera” tien-
den a estar juntos en las transacciones. Sin embargo, queda por resolver como se rea-
liza la validacion del modelo, una de las ultimas etapas de la metodologia (OSEMN).

Para validar el modelo se hace uso de la métrica “incremento de confianza” o lift.
Como se introdujo en la seccién 6.1., un incremento de confianza mayor a 1 indica
que la regla de asociacion explica mejor la relacion entre los items que el azar, rati-
ficando que en este caso la regla de asociacion de mas confianza entre “Yogurt” y
“Leche entera” no ocurre solo por coincidencia.

# Reglas ordenadas por confianza

lhs rhs ... 1ift
{yogurt} => {whole milk} . 1.571735
{other vegetables} => {whole milk} . 1.513634
{rolls/buns} => {whole milk} . 1.205032
{whole milk} => {other vegetables} . 1.513634

Por ultimo, si bien la validacion de los modelos puede llevarse a cabo por métodos
analiticos, es recomendable que sea un experto en el dominio de la aplicacién quien
determine si el modelo tiene sentido en el contexto particular. Si el modelo cumple
con su cometido y tiene capacidades explicativas o predictivas, de acuerdo con lo
esperado por el proyecto de analisis de datos, puede procederse a la tltima etapa, sea
esta un informe, un software en produccion u otra herramienta de apoyo a la toma de
decisiones que pueda generar la transformacion buscada por la organizacion.
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Epilogo

Este libro comenzo a escribirse como un esfuerzo enciclopédico por obtener un com-
pilado de técnicas para analisis de datos utilizando la plataforma R. La idea original
era —y a decir verdad sigue siendo— resumir en un solo libro temas académicos
y de cursos de formacion en la ciencia de datos. La necesidad de un libro con enfo-
que practico y en idioma espafiol, orientado a técnicas de analisis de datos y a la
plataforma R, es una herramienta de gran valor para aquellas organizaciones que
deseen emprender proyectos de ciencia de datos y no cuenten con experiencia previa
en estos aspectos.

Sin embargo, el objetivo inicial fue desbordado durante la escritura del libro, redu-
ciéndose a tratar temas introductorios, pero interesantes, que deben estar contenidos,
de forma mandatoria en un texto de analisis de datos en R. La reduccion en el alcan-
ce del proyecto original no genero6 sinsabor, al contrario, ampli6 las expectativas inte-
lectuales sobre la ciencia de datos, entendiendo atin mas su potencial de aplicaciones,
su riqueza conceptual y su amplitud en los diferentes campos del conocimiento que
integra. Espero que el lector, después de leer el libro, tenga posibilidad de explorar la
mayor cantidad de tematicas en la ciencia de datos.

La hoja de ruta para entender las diferentes areas de la ciencia de datos es amplia
y compleja y depende mas de los distintos intereses intelectuales o de aplicacion que
tenga el lector, pero no quiero dejar pasar la oportunidad de exponer un comentario
sobre algunas areas llamativas en la ciencia de datos, a saber:

*  Mineria de texto y procesamiento de lenguaje natural. Campo de la inteligencia
artificial, la estadistica y la computacion, cuyo objetivo es lograr que sistemas
de computo entiendan el lenguaje natural hablado y escrito de forma similar a
como lo hacen los seres humanos. Tiene interesantes aplicaciones en el andlisis
de sentimientos —o mineria de opiniones—, sistema de ayuda y bisqueda (como
Siri, de la empresa Apple), y automatizacion de procesos y procesamiento de
documentos. Se ha logrado un importante avance en este aspecto, pero en len-
guaje espafiol todavia hay retos por resolver.
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*  Modelos estadisticos avanzados. Siendo la estadistica un campo del conoci-
miento maduro, no es de sorprender que su cuerpo de conocimiento sea extenso
y profundo. Tematicas relevantes que deberian ser parte de los conocimientos
y las habilidades de un cientifico de datos, son el analisis multivariado, las téc-
nicas bayesianas, la teoria estadistica, el disefio de experimentos y las series de
tiempo. Hoy por hoy, este ultimo tema tiene aplicaciones con potencial econo-
mico prometedor, especialmente en las finanzas.

»  Sistemas de recomendacién. Herramientas de software que proveen sugerencias
de items (informacién o productos) de utilidad para un usuario. Aplicaciones
actuales de los sistemas de recomendacion pueden encontrarse en el comercio
electronico, donde se recomiendan nuevos items de compra con base en lo que
otros compraron o items que por su propio contenido se pueden considerar si-
milares. Otras aplicaciones pueden encontrarse en el campo del entretenimien-
to: recomendaciones de videos, noticias, canciones u otro material multimedia.
También se encuentran aplicaciones en la gestién del talento humano, donde
se recomienda a los individuos empresas o trabajos a los cuales aplicar y a las
empresas individuos a contratar, o incluso en redes sociales, al sugerir amigos
a contactar o personas o empresas a seguir. Su aplicacién practica hace de este
un tema obligado dentro de las areas que un cientifico de datos debe dominar.

»  Sistemas intensivos en datos o Big Data. En este libro se introdujo lo referente
a Big Data, reconociendo que un tratamiento detallado del tema puede tomar
varios volumenes. El estado del arte en esta tematica avanza, sin contar las apli-
caciones que hacen uso de estas técnicas que ya se encuentran en el mercado. De
interés en el estudio de Big Data son los sistemas de streaming o de procesamiento
en tiempo real, las herramientas y modelos de programacion del ecosistema del
proyecto Apache (Hadoop, Spark, Storm, Hive, Pig, Flink) y en la infraestructu-
ra de tecnologia y la arquitectura de un sistema intensivo en datos.

*  Visualizacién de datos. Tema relevante, no solo desde el punto de vista técnico
sino desde lo organizacional, como es la capacidad para generar visualizacio-
nes estéticamente interesantes, informativas, precisas y oportunas, lo cual sigue
siendo necesidad imperiosa.

*  Administracion de proyectos de datos. Sin entender a profundidad cémo ge-
renciar un proyecto complejo de datos no se llevaran a buen término aquellas
iniciativas que aprovechan el potencial de la ciencia de datos en las organiza-
ciones. Justamente por su naturaleza interdisciplinaria, una buena gerencia de
proyectos es indispensable para que los equipos con conocimientos en las dife-
rentes disciplinas involucradas en ciencia de datos logren esa sinergia necesaria
y sean productivos.
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Aplicaciones en mercadeo, finanzas, educacién, salud y ciencias sociales. Las
aplicaciones de la ciencia de datos son cada vez mas interesantes, en cuanto se
generan nuevos conocimientos y productos intensivos en datos. El listado de
campos de aplicacion crece cada dia mas.

Aprendizaje de maquina y aprendizaje profundo. En este libro se introduce el
aprendizaje de maquina, en especial los topicos relacionados con Aprendizaje
Profundo o Deep Learning, un redescubrimiento de las redes neuronales artifi-
ciales que, aprovechando el poder de cémputo moderno, han generado impre-
sionantes aplicaciones en reconocimiento de patrones, vehiculos autbnomos y
analisis de datos.

Otras plataformas. En este libro se trabajo con la plataforma R, pero existen
en el mercado numerosas y poderosas alternativas, tanto propietarias como de
codigo abierto. Es especialmente relevante el ecosistema Python, la herramienta
MATLAB, Talend, Tableu o la plataforma para analitica KNIME, sin contar
con las alternativas que la computacion en la nube tiene para ofrecer. Casi que
cualquier proveedor de servicios de nube (Google, IBM, Amazon, Microsoft)
tiene un ecosistema extenso para las necesidades de andlisis de datos de las
organizaciones. El listado no es exhaustivo, pues solo es un abrebocas de lo in-
teresante que resulta seguir una carrera en ciencia de datos. Por supuesto, toda
aventura trae consigo un reto, que en la ciencia de datos no es menor. Espero
que Introduccion a la ciencia de datos en R sea ese primer peldafno que logre que el
lector se sienta en confianza para continuar el arduo camino de convertirse en
un cientifico de datos, ello seria suficiente para sentir que hemos contribuido al
entendimiento del area y todo el potencial que tiene para ofrecer.
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