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Introduccion

Una estructura anatomica heterogénea es un objeto que consta de una o més partes con
un tipo de material asociado y una interfaz que las separa (Wu et al., 2008) (figura 1.1).
LL.os métodos para el estudio de las estructuras heterogéneas han avanzado radicalmente,
desde la diseccion de animales y de cadéveres frescos o preservados, hasta técnicas
computacionales mediante la creacion de modelos tridimensionales (3D). El objetivo de
estos métodos ha sido proporcionar un medio a través del cual se puedan estudiar més

facilmente las propiedades de los 6rganos y las estructuras heterogéneas.

(a) Partes que conforman el (b) Objeto heterogéneo modela- (c) Visualizacién de la parte
objeto heterogéneo do a partir de la figura 1.1a internaf2,

Figura 1.1: Modelado de un objeto heterogéneo artificial {2 compuesto de tres partes,
D, 82y y (23

Los ejemplos mas frecuentes se encuentran en la bioingenierfa, la medicina asistida por
computador y la simulaciéon mediante elementos finitos, donde los investigadores des-
componen las estructuras anatémicas en regiones individuales para luego combinarlas

en diferentes configuraciones y comprender mejor su funcionamiento (De et al., 2010).
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Una estructura heterogénea € y, en general, los objetos heterogéneos se pueden describir
como la unién de todas las partes {2; que componen la estructura (Wang y Wang, 2005),

es decir:

o=Jn (1.1)

El indice ¢ (i = 1, 2,..., n) es el identificador id de cada parte (2;.

Se puede observar en la figura 1.1 cdmo un objeto heterogéneo es modelado mediante la
descomposicion espacial del objeto en sus partes constituyentes. La figura 1.1a muestra
3 esferas identificadas como (21, {25 y (23, que forman parte del objeto heterogéneo €2
que aparece en la figura 1.1b. La figura 1.1c muestra la parte {23 de forma traslucida,

lo que permite observar la parte 2, que se encuentra en contacto con la parte (2.

Con base en la idea de particiones espaciales, algunos investigadores se centran en el
modelado de objetos heterogéneos principalmente para procesos de fabricacion con base
en software de disetio asistido por computador (CAD). El proposito es diseniar y fabricar
objetos solidos con diferentes propiedades de materiales (Schroeder et al., 2005; Wang
et al., 2011; Yuan et al., 2012) (figura 1.1c). Sin embargo, la creaciéon de modelos 3D
con base en software CAD es un proceso completamente manual, lo que hace que el
modelado de estructuras anatomicas heterogéneas sea extremadamente dificil, debido
principalmente a las geometrias irregulares tanto de las estructuras heterogéneas que

se estan modelando como de sus partes constituyentes.

Otras técnicas de modelado 3D de objetos heterogéneos, tanto naturales como
fabricados por el hombre, incluyen la reconstruccion 3D con base en el escaneado
3D del objeto heterogéneo (Wang, 2014). En este caso se realiza el escaneo con un
laser constituido por dos componentes basicos: por un lado, el dispositivo medidor
de distancias; por otro, el medidor de barrido, que cuenta con espejos que miden las
direcciones en vertical y en horizontal y obtiene asi datos de una gran cantidad de

puntos en los tres ejes cartesianos, X, Y y Z (figura 1.2).

La figura 1.2a muestra un escaner Go!SCAN 3D de luz blanca, el cual se hace girar
alrededor del objeto para obtener una nube de puntos y generar la malla de superficie.
Por otro lado, el escaner EinScan-SE de la figura 1.2a tiene una bandeja sobre la cual
se posiciona el objeto escaneado. El escdner permanece estatico capturando los datos

del objeto mientra este gira sobre la bandeja.

LLa reconstruccion 3D con base en escaneres léser es rapida y precisa; sin embargo, estos

dispositivos solo permiten modelar la superficie de los objetos solidos y no sus partes o
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regiones internas. Para modelar estas regiones, los investigadores usan imagenes médicas
de tomografia axial computarizada (TAC) y técnicas de ingenieria inversa para crear
modelos de objetos heterogéneos (d’Otreppe et al., 2012; Yoo, 2013; Ohtake y Suzuki,
2013). El concepto de generar modelos 3D a partir de imagenes médicas fue publicado
por primera vez por Jerry Fram (Fram y Deutsch, 1975) y desde entonces ha genrado

un gran interés de investigacion (Stytz et al., 1991).

‘T

(a) Escaner Go!SCAN 3D ) Escaner EinScan-SE

Figura 1.2: Escaneres para capturar los puntos de superficie de un objeto
Fuente: www. creaform3d.com y www.einscan.com

Las imagenes TAC permiten analizar la condicion interna de un objeto sin el uso de
procedimientos invasivos o destructivos (figura 1.3). Para este fin se toman imagenes 2D
a través de varios cortes paralelos que son luego apilados en datos volumétricos (figura
1.3a). A partir de esos datos, se pueden segmentar las regiones de interés que serviran

de base para la creacion de modelos 3D que permitan analizar el objeto (figura 1.3h).

La segmentacion obtenida a partir de una imagen TAC es la representaciéon mas precisa
de una estructura heterogénea; sin embargo, esta descripcion de volumen necesita gran
espacio en memoria computacional debido a sus tres dimensiones y al gran ntimero de
voxeles apilados. Ademas, las segmentaciones carecen de una representacion geométrica,
lo que impide utilizarlas directamente en aplicaciones de ingenieria como anélisis y
simulacion. Por lo tanto, se necesita un medio para reconstruir la geometria de la

estructura a partir de las segmentaciones.

La creacion de bordes mediante mallas poligonales suele ser la forma ideal para
representar con precision los resultados de la reconstruccion geométrica, al proporcionar
una buena descripcion de la superficie de las estructuras (Braid, 1974). Adicionalmente,
las mallas poligonales son la representacion grafica cominmente aceptada debido a su

compatibilidad con el software y el hardware existentes.
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Movimiento

escalonado b
de la mesa /
A

- 3¢r nivel de corte \\ \ /
20 nivel de corte \ \ /
' 1ernivel de corte \ \//
(a) Sistema de captura de una imagen TAC (b) Resultado de la segmentacion

Figura 1.3: Captura y segmentacion de una imagen TAC de la region abdominal de una
persona

Actualmente hay dos técnicas para generar mallas poligonales a partir de imagenes
médicas (Moustakides et al., 2000), que dependen de si la segmentacion se hace de

forma manual o automatica.

La primera técnica construye la superficie a partir de una nube de puntos obtenida
de forma manual de una serie de contornos paralelos extraidos secuencialmente de las
imagenes TAC (Knopfy Al-Naji, 2001) (figura 1.4). El proceso comienza con el marcado
de puntos sobre el contorno de la estructura que aparece en cada corte de la imagen
TAC (figura 1.4a). Luego estos puntos se almacenan y organizan en una nube de puntos
(figura 1.4b). Finalmente, se conectan los puntos i y j de las capas adyacentes S y T

para construir la triangulacion de la superficie de la estructura (figura 1.4c).

La precision de la malla de superficie depende en gran medida de los puntos de
borde extraidos y de la funcion utilizada para ajustar las curvas a esos contornos. Los
resultados de la segmentacion manual se utilizan, entre otros aspectos, para evaluar los

resultados de los algoritmos automaticos y semiautomaticos (Heimann et al., 2009).

La segunda opcion es convertir la segmentaciéon en una malla poligonal mediante un
proceso semiautoméatico o automatico utilizando, por ejemplo, el algoritmo Marching
Cubes (Lorensen y Cline, 1987). Sin embargo, este proceso no es una tarea facil y
plantea dos problemas relacionados con las inexactitudes que surgen de y son inherentes

al proceso de adquisicion y segmentacion de las imagenes TAC (figura 1.5).
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i CapaT
*—e *——o
12 7 8 9

3 a 5 6

(a) Seleccion de puntos del  (b) Organizacion de la nube  (c¢) Triangulacion de los puntos extraidos
contorno de la estructura de puntos de cada contorno paralelo
por segmentar

Figura 1.4: Creacién manual de una malla de superficie a partir de una imagen TAC

El primer problema esté relacionado con los miles o millones de primitivas poligonales
(tridngulos) necesarias en las mallas para capturar los detalles de alta complejidad
geométrica que tienen las estructuras heterogéneas. Esto no es préactico en términos
computacionales ya que el tiempo y la memoria requeridos para el despliegue de los
modelos 3D son proporcionales al nimero de tridngulos. La figura 1.5a muestra la
malla de superficie de un higado humano con 221.402 vértices y 442.788 triangulos, lo

cual impide incluso una buena visualizacion.

El segundo problema esté relacionado con el efecto de escalon que presentan las mallas
generadas de las segmentaciones. El proceso de segmentacion extrae de la imagen TAC
aquellos voxeles que pertenecen a la region de interés y los apila en bloques. Las mallas
siguen los contornos de estos bloques y el resultado final no refleja la suavidad que
tienen las estructuras anatomicas. En la figura 1.5b se puede observar el zoom de la

figura 1.5a, donde se evidencian de mejor manera los dos problemas en mencion.

Como consecuencia, para que los modelos 3D generados a partir de las segmentaciones
puedan ser utilizados, se debe reducir el nimero de tridngulos que conforman la malla
y garantizar la calidad de los modelos reduciendo el efecto escalon, ya que estos deben
ser suaves y ajustarse a los limites de las regiones descritas en la imagen TAC y que

conforman la estructura heterogénea.

Para reducir el nimero de tridAngulos de una malla se necesita eliminar informacion
redundante (Kobbelt et al., 1998). En general, un vértice es redundante si se puede
cambiar su vecindad por otra con un nimero menor de triAngulos. Asi mismo, para
reducir el efecto de escalon y lograr modelos con superficies suaves, se puede aplicar un
procedimiento de suavizado como el laplaciano (Field, 1988). No obstante, estas técnicas
pueden reducir considerablemente el drea de la superficie (Taubin, 1995) y el volumen

de la estructura anatomica ((Zhou et al., 2005); (Zhang et al., 2009)). La preservacion
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del volumen es una caracteristica importante de los modelos 3D requerida en diferentes
campos, desde la computacion grafica para hacer que las deformaciones parezcan mas
naturales (Roussellet, 2018), hasta sistemas dinamicos para lograr simulaciones mas

estables (Ozbolat y Koc, 2011).

ne
i
v A 4%, VA

R AORSNU Ao 0 Y QU

(a) Malla de superficie generada con el algorit- (b) Zoom de la region demarcada en la figura
mo Marching Cubes (Lorensen y Cline, 1987) 1.5a por el recuadro rojo

Figura 1.5: Generacion automatica de la malla de superficie a partir de la segmentacion
de un higado humano

Este libro esta divido en cinco capitulos, ademés de la Introduccion, y un anexo. En el
capitulo 2 se describen las imdgenes, métodos y herramientas utilizados en el modelado
3D de estas estructuras. El capitulo 3 se centra en el disefio de un método de modelado a
partir de iméagenes TAC; este método, denominado RAM (Ragion Aware Modeling), se
estructura con base en un enfoque de dividir y conquistar. En el capitulo 4 se presentan
diferentes experimentos que permiten comprobar la versatilidad del método RAM en
el modelado de una gran variedad de geometrias que tienen generalmente tanto las
regiones como las estructuras anatémicas heterogéneas. En el capitulo 5 se analizan
los resultados de aplicar el método RAM. En el capitulo 6 se plasman las conclusiones
mas significativas del trabajo realizado. Finalmente, en el anexo A se revisan miltiples
conceptos que se consideran relevantes para el modelado de las estructuras anatémicas

heterogéneas con base en imégenes médicas.
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Imagenes, métodos y herramientas

En este capitulo se hace un estudio de las imagenes, los métodos y las herramientas
que se pueden utilizar en el modelado 3D de estructuras anatoémicas heterogéneas.
Este estudio comienza con las imagenes médicas utilizadas en la adquisicion de datos
volumétricos (seccion 2.1). De estas imagenes se pueden segmentar las diferentes
partes que componen las estructuras heterogéneas. Luego se analizan los métodos y
herramientas para realizar la reconstruccion de las superficies a partir de los datos
segmentados (seccién 2.2). Finalmente, se estudian los algoritmos y métodos para
extraer la geometrfa tanto de las regiones (seccion 2.3) como de las estructuras

anatOomicas heterogéneas (seccion 2.4).

2.1. Imagenes médicas

Las imégenes médicas pueden estar en dos o tres dimensiones. Las imagenes en dos
dimensiones se dividen en rdster y wvectorial (figura 2.1). Una imagen raster es una
estructura o archivo de datos que representa una rejilla o grilla rectangular de dos
dimensiones, donde se almacena el valor de cada punto o pixel p,, de la imagen (figura
2.1b). Por otro lado, las imégenes vectoriales son descritas mediante el almacenamiento
de descriptores de las formas, que generalmente son regiones o areas de color limitadas
por lineas y curvas, pero que no tienen ninguna referencia a alguna grilla de pixeles en

particular (figura 2.1a). Una imagen raster se puede abstraer como una funcion:

I(z,y): R—=V (2.1)
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Donde R C R? es un area rectangular y V es el conjunto de posibles valores del pixel
Pa,y- Bste valor es un promedio local de las caracteristicas medibles del objeto o escena
y es llamado punto de muestra de la imagen. Asi, cuando se encuentra el valor val en un
pixel p, . significa que el valor de la imagen en la vecindad del punto de muestra p,,

es val. Las imégenes médicas de radiografia son un claro ejemplo de iméagenes raster.

(a) Tmagen vectorial compuesta por un conjunto  (b) Resultado raster del proceso de conversion
de poligonos de la imagen de la figura 2.1a

Figura 2.1: Imagenes de dos dimensiones

Una de las formas de representar un objeto solido es almacenando el volumen ocupado
por él mediante un conjunto de muestras llamadas vdzeles (Kaufman et al., 1993). De
acuerdo con Kou y Tan (2007), la representacion basada en voxeles se puede generalizar

COomo:

O ={vi} = {(w, 41, 2,m), 1<i<n} (2.2)

Donde v; es un elemento voxel en la coleccion de n voxeles que constituyen el objeto
solido O, (x;,y:, 2;) representa la ubicacion geométrica del voxel v; y m; representa la

composicion del material dentro del volumen.

Las imégenes médicas como la tomografia axial computarizada (TAC) se utilizan
ampliamente para la visualizacion y el diagnostico médico, pero también son
esenciales para la construccion de modelos mateméaticos y computacionales de objetos
volumétricos con fines de andlisis y simulacion. Sin embargo, los datos digitales
que contiene la TAC no tienen descripciones estructurales més alld de los valores
de intensidad (subseccion 2.1.1), lo que obliga a separarlos en regiones homogéneas
{2; semanticamente significativas mediante un proceso conocido como segmentacion
(subseccion 2.1.2).
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2.1.1. Imaéagenes TAC

La tomografia axial computarizada fue creada por Godfrey Hounsfield en 1972, en
conjunto con Allan Cormack, y es esencialmente una extrapolacion del concepto de
radiograffa en dos dimensiones (figura 2.2). En lugar de tomar una radiografia desde
una sola perspectiva, una TAC hace girar una fuente puntual de rayos X alrededor de un
objeto para ser fotografiado (figura 1.3a). Esto expone el detector en el lado opuesto del
objeto. Los datos obtenidos al irradiar un objeto por medio de rayos X desde distintas

direcciones suelen llamarse proyecciones del objeto (Epstein, 2007; Faridani, 2003).

I
i

1 i

(a) Captura de un corte TAC (b) Imagen TAC compuesta de (¢) Visualizacion de un
120 cortes corte TAC

Figura 2.2: Proceso para la captura de una imagen TAC

Tomando los célculos de una rotacion completa, es posible reconstruir una imagen réster
del objeto (figura 2.2a), que serd luego apilada en una cuadricula rectangular 3D (figura
2.2b). El valor val del pixel p; en una imagen TAC se basa en la absorcion de rayos X
del tejido en ese punto. De igual forma, los valores de intensidad, que son continuos, se
tienen que dividir en una cantidad de niveles discretos V, generalmente 256. La imagen
resultante puede visualizarse en un monitor o imprimirse en una pelicula de rayos X
(figura 2.2¢).

La salida del escaner TAC es una cuadricula 3D cuyos valores V son las densidades
de las diferentes partes del objeto. El escaner TAC convierte la densidad del objeto
R? — R en un arreglo 3D de ntimeros reales Z3 — R. Asi, una imagen TAC contienen
informacion muestreada en 3D sobre una region especifica de interés, de un objeto o

persona, expresada mediante una funcién trivariada como:

f:DCR*—=R
(Ii7ijzk) — f('rwy],zk)' i7j7k = 17 wey
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El significado de cada punto o voxel v; en el volumen representa los coeficientes lineales
de atenuacion de los rayos X del material que compone el objeto en ese punto (John
y McCloy, 2004). Los valores de los voxeles se escalan de tal manera que el coeficiente
de atenuacion lineal de los rayos X del aire sea igual a 1024 y el del agua sea igual
a cero. Las unidades Hounsfield (HU) son coeficientes de atenuacion de un material,

normalizados al coeficiente de atenuacion del agua, lascuales se definen por:

HU papopiag = Lmaterial — Hagua 09 (2.4)
Hagua

El rango de brillo de un pixel depende de los valores de absorcién asignados a los
diferentes materiales. Por convencion, el agua tiene un valor de 0 HU. Las estructuras
maés densas tienen un numero maés alto y el aire tiene el numero méas bajo, que se fija en
—1000 HU. Por lo tanto, el hueso es blanco brillante y el aire es negro. Esta atenuacion
puede ser alterada para hacer las estructuras visualizadas mas oscuras o mas brillantes,

dependiendo de la vista deseada.

Los puntos p,,. de los datos en la cuadricula 3D actian como los datos de
parametrizacion 3D, donde la geometria estd definida por los componentes cartesianos

z, y, z, vy la composicion del material por valores de HU, es decir:

Daiyen = A\ Ligd Yigiks Zigks Mk} (2.5)

Donde z;;, = Az x (i — 1), yie = Dy x (G —1), 2z, = Dzx(k—1)y
(1 <i<nz, 1<j<ny 1<k<nz). Adicionalmente, m,;; denota el valor
de la HU en el pixel i, %" en el corte TAC k™ y Az, Ay, Az denotan las longitudes

incrementales en las direcciones de las coordenadas z, y, y z, respectivamente.

2.1.2. Segmentaciéon de imagenes TAC

Para construir con éxito modelos 3D de estructuras heterogéneas a partir de imagenes
TAC, es crucial identificar y segmentar las diferentes regiones que componen estas
estructuras (Prince y Links, 2006). La segmentaciéon es esencialmente un problema
de clasificacion donde se asigna a cada voxel de la imagen médica una etiqueta que

representa la region o material a la que este pertenece (Hu, 2009).

Dada una imagen I, se puede definir la segmentacién como el proceso que divide a I en
n regiones (21, (25, ..., {2,, que cumplen con las siguientes condiciones, de acuerdo con

las propiedades de vecindad (subseccion A.1.4) y conectividad (subseccion A.1.5):
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= Cada voxel debe pertenecer a la imagen, es decir, U;’:l v, =1.

= [os voxeles, en una determinada region, deben de estar conectados en algin

sentido predefinido.
= Las regiones deben de ser disjuntas (2, () {2; = 0 para todo i y j tal que i # j.

= La similitud de intensidad S de los puntos p,, . de la region (2; es verdadero

S(§2;) = verdadero para i = 1,2, ...,n.

v S92, £2;) = falso para cualquier region adyacente (2; y £2;.

Hoy en dia existe una gran variedad de métodos de segmentacion; por ello, la seleccion
del método depende, entre otros factores, de la aplicaciéon a desarrollar, del tipo de
imagen y de sus caracteristicas (Bankman, 2008; van Rikxoort, 2009). Los algoritmos
de segmentacion pueden clasificarse en dos grupos (Gonzalez y Woods, 2002; Withey
y Koles, 2007): algoritmos dependientes del dominio o de reconocimiento, que intentan
reconocer regiones especificas en una escena, por ejemplo, niticleos anormales en
citologias cervicales (Zhang et al., 2017), y algoritmos independientes del dominio o
de delineacion, que producen una particiéon de la imagen original en un conjunto de
regiones §2; segin un criterio de homogeneidad. En ese caso, el reconocimiento de las

regiones se realiza en etapas posteriores.

A continuacion se hace una descripcion de dos métodos de delineacion que gozan de
popularidad en el campo de las imégenes médicas: umbralizacion y crecimiento de
regiones. En estos métodos la salida del algoritmo representa la region ocupada por la
region de interés (Lee, 1986; Ohlander et al., 1978).

2.1.2.1. Umbralizacion

En este método se escoge un intervalo umbral [¢, 5] para la imagen médica de entrada,
de modo que la region pueda ser especificada completamente por los voxeles cuyas
intensidades recaigan en este intervalo (figura 2.3). Para establecer este umbral, es
necesario analizar la region de interés que se desea aislar, con el propdsito de encontrar

una HU o nivel de gris caracteristico y exclusivo que la defina.

La figura 2.3a muestra una imagen de entrada en 2D, donde aparecen en color rojo los
valores que estan en el rango [ty, {5]. El resultado de este método es una imagen binaria

Iy = (1o, go) en la que los voxeles con intensidad 1 representan la region ocupada por la
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region (figura 2.3b). La imagen binaria de salida se define de la siguiente forma, para

cualquier v € Ij:

1 Sigz‘j(U) S [thtg} Vlgh]gn
go(v) =
0 en otro caso

Donde g;;(v) es el nivel de gris en el voxel v.

5 |34|31|65 0 |0 |1 |1 |O
27190 |76 |43 0 |1 |0 |0 |1
1913 |7 |45|34 0 (0 (0 |1 (1
28150|46|20|23 1 /0|0 |1 |1
9 [36]16 (66|35 0 |1 |0 |0 |1
(a) Tmagen de entradade 5x 5 (b) Imagen de salida a partir

de la figura 2.3a

Figura 2.3: Aplicacion del método de umbralizacion en 2D con t1 = 20 y t2 = 45

La umbralizacion es quizas el método de segmentacion mas utilizado por su simplicidad
y eficiencia. No obstante, se aclara que los resultados de una umbralizacion rara vez son

perfectos, aunque si pueden resultar muy ttiles como una primera aproximacion.

2.1.2.2. Crecimiento de regiones

El crecimiento de regiones es un método utilizado en imagenes médicas bajo la hipotesis
de que los pixeles pertenecientes a un mismo tejido u 6rgano presentan caracteristicas
similares con un significado semantico. Al igual que el de umbralizacion, este es un
método basado en similitud, es decir, tiene como objetivo determinar los pixeles que

cumplen con cierto criterio de semejanza para agruparlos en regiones (Dougherty, 2009).

El crecimiento de regiones es un proceso iterativo que inicia con puntos semilla (figura
2.4a), los cuales representan las caracteristicas que definen a la region y que deben tener
los pixeles candidatos para poder ser agregados alli. Este procedimiento se lleva a cabo
mediante la comparacion de los pixeles vecinos con los puntos semilla, o los puntos

pertenecientes a la region. Por lo tanto, la seleccion de los puntos semilla es un paso
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significativo en este método, ya que los resultados dependeran directamente del criterio

de semejanza que se establezca.

Una vez seleccionados los puntos semilla, la regiéon crecera tinicamente hacia los pixeles
vecinos que cumplan con el criterio establecido con anterioridad, con lo cual se garantiza
conectividad entre los pixeles que constituyen una region (figura 2.4b). En la imagen
médica pueden existir puntos que cumplan con el criterio de similitud, pero si estos no
son adyacentes a los puntos semilla o a algiin pixel perteneciente a la region, no podréan
adicionarse. Esto representa una protecciéon contra el ruido, aunque puede producir

regiones con espacios vacios (huecos).

® . o o | o
@ @ [ L
L L L L
(a) Semilla inicial (b) Nueva semilla en lasiguien-  (c) Fin del crecimiento de la
te iteracion region

Figura 2.4: Aplicaciéon del método de crecimiento de regiones

En general, este método puede resumirse en los siguientes pasos:

1. Se establece un conjunto de criterios para la inclusion de voxeles en la estructura.

Algunos ejemplos son:

a) La intensidad de un punto (voxel) ha de estar en el intervalo [t1, t3).

b) La intensidad media de los voxeles incluidos en la region de crecimiento en

cualquier momento durante el proceso debe estar en el intervalo [ts, t,].

¢) La varianza de la intensidad de los voxeles incluidos en la region de

crecimiento en cualquier instante durante el proceso debe estar en el intervalo
[t5. Lg].

2. El usuario especifica una o mas semillas en el interior de la region que se quiere
segmentar, usando el puntero del ratéon. Estas semillas se colocan en una cola y

son especialmente senalados.
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3. Si la cola estéa vacia, se acaba el algoritmo. Si no, se borra el punto p de la cola,

y se saca p.

4. Se examinan los vecinos, usualmente los 6, 14 o 26 mas cercanos de p para
la inclusion (figura 2.5). Aquellos que satisfagan el criterio y no hayan sido

previamente marcados y encolados, son anadidos para volver al paso 3.

La figura 2.5 muestra el vecindario de un punto p marcado de color rojo. L.os vecinos
6-conectados aparecen en color azul, a estos se agregan los puntos en color verde para
obtener los vecinos 14-conectados y, finalmente, se agregan los puntos en color gris para

obtener los vecinos 26-conectados.

Figura 2.5: El vecindario en 3D de un punto p (rojo)

Si solo se usa el criterio a), y si ¢ y t2 permanecen fijos durante el proceso de crecimiento,
entonces el método anterior obtiene el mayor nimero de puntos (voxeles) conectados a
la semilla inicial, satisfaciendo el intervalo dado. Para cualquier combinacion de criterios
de a) hasta c), y si los valores de ti, s, ..., no son fijos, no se puede garantizar que
el conjunto de voxeles O(vq) obtenido con la semilla v; sea el mismo que el conjunto
O(vy) resultante a partir de la semilla vy # v;. Esta falta de robustez es un problema

en la mayoria de algoritmos de crecimiento de regiones.

2.2. Reconstrucciéon geométrica de superficies

Cada region segmentada de la imagen TAC carece de una representacion geomeétrica; por

lo tanto, en esta seccion se estudiaran los diferentes métodos y algoritmos para realizar
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la reconstruccion geométrica de la superficie de las diferentes regiones que conforman la
estructura heterogénea. En la subseccion 2.2.1 se analizan los métodos paramétricos
como las B-spline y las NURBS. Los métodos de superficies simpliciales, como el
diagrama de Voronoi y la triangulacién de Delaunay, se estudian en la subseccion 2.2.2.
En la subseccion 2.2.3 se analizan algunos algoritmos para el modelado de superficies
implicitas con base en funciones de base radial, particion de la unidad implicita y
funciones indicatriz. Luego se hara una descripcién matematica del ajuste de funciones
implicitas por el método de minimos cuadrados (subseccion 2.2.4) y de la estimacion

de la normal mediante el anélisis de componentes principales (subseccion 2.2.5).

2.2.1. Meétodos paramétricos

Los métodos paramétricos como B-spline y NURBS fueron las primeras técnicas
utilizadas para resolver los problemas de reconstruccion de superficie mediante el ajuste
con parches superficiales locales. En el contexto de las representaciones paramétricas,
el problema de la reconstruccion de la superficie implica el calculo de una superficie S
definida por una funcion F'(u,v), que se aproxima, tanto como sea posible, a cada punto
de la nube de puntos dada en R3, donde F pertenece a un espacio lineal especifico de
funciones. Ejemplos de tales superficies paramétricas son las superficies de Bézier, las
B-spline y las NURBS (Farin y Farin, 2002). Debido a que las curvas de Bézier no se
podian modificar localmente y el movimiento de los puntos de control afectaba la forma
de la curva completa, se desarrollo el método de B-spline, que permite alcanzar una
continuidad C2. Para la superficie B-spline en el parametro (u,v) el punto de control

se puede definir como:

P(u,v) = ‘ > By iNik(u)M;y(v) (2.7)

Donde B; ; son los vértices de una malla de control poligonal, con ¢ en el rango entre 0
y n,y j en el rango entre 0 y m. N;(u) y M;;(v) son las funciones B-spline de base,
dadas por las ecuaciones:

U U Uirk U

Nix(u) = ————Nip1(u) + Nit1x-1(u) (2.8)
Uipk—1 Ui Uitk Uit
V—U; Vi ]—U
Mjy(v) = ———Mjy 1(v) + ——Mji1y 1(v) (2.9)
Vjti—17—Y5 Vjl—Vj41
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Chen et al. (2010) usaron B-spline para construir varios modelos del interior de la pared
del ventriculo izquierdo (LV). Los modelos se calcularon mediante B-spline integrales y
las curvas se ajustaron en el ciclo cardiaco. Otro trabajo relacionado es el de Liu et al.
(2005), cuyo algoritmo se aplica en el sentido de minimos cuadrados (subseccion 2.2.4),

generando puntos de control adecuados a la curva de ajuste B-spline.

Las superficies NURBS (Non-Uniform Rational B-Spline) es una generalizacion de las
superficies de Bézier y las B-splines que se desarrollaron porque los métodos Bézier y
B-splines contienen algunas limitaciones al no poder representar con precision las curvas
conicas y no modelar formas méas complicadas que requieren curvas de Bézier de orden

superior. Una superficie NURBS con pardmetros (u, v) se define como:

P(u,v) = ZZBi,jSi7k(u,v) (2.10)

i=0 j=0

Donde B; ; son los puntos 3D de la malla de control y S; j(u,v) son las funciones de

superficie B-spline racionales, definidas como:

hiiNi (U)Mj,l (v)

Sij(u,v) = = o
! S N g () M (v)

(2.11)

Donde h; ; es el peso, N, ,(u) y M;;(v) son las funciones B-spline no-racionales de base,

dadas por las ecuaciones anteriormente definidas.

Actualmente, los modelos NURBS son estandares industriales para la representacion
de superficies usados ampliamente en el campo de la ingenieria inversa (Tsai ef al.,
2009; He y Qin, 2004). Ademas, las NURBS pueden usarse como un método para la
aproximacion o interpolacién de datos dispersos, también incorporado a la mayoria de
los sistemas de modelado geométrico actuales (Hoffmann, 2005; Rogers, 2000). Al usar
NURBS, la superficie reconstruida es més suave y puede tratar con un conjunto de
datos no uniforme (Zhao et al., 2001).

2.2.2. Meétodos de geometria computacional

Estos métodos, también conocidos como métodos de superficies triangulares o métodos
simpliciales, dependen de algoritmos como la triangulacion de Delaunay y los diagramas
de Voronoi. Los métodos de geometria computacional interpolan los puntos dados

mediante una nube de puntos, lo que los hace sensibles a la presencia de ruido. El
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algoritmo Alpha Shapes (Edelsbrunner y Miicke, 1994) y el algoritmo Crust (Amenta

et al., 2000) son los dos ejemplos méas exitosos de esta clasificacion.

En el algoritmo Alpha Shapes la forma de la superficie se talla eliminando los simplices
de la triangulacion de Delaunay del conjunto de puntos. Un simplex se elimina si su
esfera circunscrita es mas grande que la esfera Alpha. El algoritmo Crust calcula el
diagrama de Voronoi de los puntos en la nube de puntos. Luego, la triangulacion de
Delaunay se calcula utilizando los diagramas de Voronoi sobre la nube de puntos. La
malla 3D se reconstruye obteniendo todos los tridngulos que conectan tres puntos de la
triangulacion de Delaunay. Esta malla distingue tridngulos que son parte de la superficie
del objeto de aquellos que estéan en el interior, porque estos tltimos tienen un vértice

Voronoi. La complejidad de tiempo de este algoritmo es O(nlogn).

Una mejora del algoritmo Crust es el algoritmo Power Crust (Amenta et al., 2001),
cuya idea principal es representar la superficie como un poligono usando el diagrama
de Voronoi. Ademaés, es robusto ya que se expresa en términos de celdas de la superficie
de un objeto solido. No se requiere ningiin mecanismo de llenado de agujeros en este
algoritmo de reconstruccion de superficie, pues captura la geometria real de esta. Sin

embargo, los datos ruidosos provocan la dispersion de puntos lejos de la superficie.

El algoritmo Tight Cocone propuesto por Dey y Giesen (2003) es una mejora y extension
del diagrama de Voronoi. Aunque este es més rapido que los algoritmos Crust y Power
Crust, al igual que los deméas algoritmos de esta categoria, no es lo suficientemente

robusto para manejar nubes de puntos ruidosos y de baja densidad.

2.2.3. Meétodos implicitos

Una superficie implicita S en R? se puede definir como el conjunto de nivel cero de

alguna funcion f : R?* — R, tal que:

S={xeR’: f(x)=0} (2.12)

Hay diferentes maneras de definir f(x). Por un lado, puede tener una forma analitica
cerrada; por ejemplo, el conjunto de niveles cero de la funcion f(z,y, 2) = 22 +y> +
22 — 12 = 0 define una esfera de unidad, clasificando el espacio en dos semiespacios:
f(x) >0y f(x) < 0. Por otro lado, una funcién implicita f(x) también se puede definir
a través de métodos basados en datos que toman la forma de un campo de distancia con
signo (Hoppe et al., 1992), funciones de base radial (Carr et al., 2001) o una funcion de

indicatriz (Kazhdan et al., 2006). Estos métodos se dividen en:

3lIEe



Miller Gomez Mora

» Métodos globales: apuntan a construir una funcién unica de manera que su

conjunto cero interpola o aproxima la nube de puntos globalmente.

= Métodos locales: en este caso, la funcion global resulta de la combinacion de
funciones de forma locales, cada una de las cuales interpola o se aproxima a

una subnube de puntos.

En las funciones de base radial el resultado es la rotacion invariante alrededor de un
cierto punto x;. Se pueden usar para interpolar una funcion con n puntos usando n

funciones de base radial, centradas en estos puntos:

F(x) = ZUW(H X=X |)) (2.13)

Donde el interpolador F(x) es el resultado de la suma de n funciones de base radial,
cada una de las cuales esta asociada con un centro distinto x;, y ponderado por un

coeficiente adecuado (peso) w;.

En esencia, hay dos pasos principales en un procedimiento para reconstruir una

superficie muestreada dispersa con funciones de base radial (Carr et al., 2001):

= Construccién de una funciéon de distancia con signo.

= Ajuste de una funcion de base radial a la funcion de distancia resultante.

Los métodos implicitos sustentados en funciones de base radial (RBF) se utilizan
ampliamente porque pueden reconstruir superficies de cualquier topologia con casi
cualquier distribucion de puntos (Skala, 2013). Las RBF se conocen desde hace mucho
tiempo como uno de los métodos mas precisos y estables para resolver el problema de
la interpolacion de datos dispersos. Aunque este método proporciona la superficie de
curvatura minima que pasa a través de los puntos dados, es una técnica global y, en

consencuencia, se perderan las caracteristicas locales.

Ohtake et al. (2005) presentan un método llamado particion de la unidad multinivel
(MPU) para la reconstruccion de superficies implicitas utilizando una técnica local. La
idea basica de este método es dividir el dominio de datos de entrada Q € R? en varios
subdominios {2; superpuestos que cubren €, es decir, Q C |J,_, £2;. Cada subdominio
se aproxima de manera independiente de los otros usando RBF de soporte compacto.
Estos subdominios se grafican en 1D en la figura 2.6 con los colores verde, café, gris y

azul, respectivamente.
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La figura 2.6 muestra cuatro funciones locales f;(i = 1,2, 3,4) combinadas con funciones
de peso w; centradas en los puntos x;. La funcion resultante F' es la curva de contorno

r0jo.

F(x) A

Figura 2.6: Particion de la unidad multinivel en 1D

La funcién de ajuste global F' es entonces el resultado de una combinacion de las
funciones locales f; ponderadas por las funciones de soporte compacto ¢; de la siguiente

manera:

Fx) = > 6,00 fi(x) (214)

Por ejemplo, en la figura 2.6, la funcion resultante F' en contorno rojo se construye a
partir de una combinacion de cuatro funciones locales f;, que estan asociadas a cuatro
funciones de ponderacion ¢;. La condicion ). ¢; = 1 se obtiene simplemente de las

funciones de peso w; usando la siguiente formula de normalizacion:

w;(x)

Zj w;(x)’

Esta formula toma el peso w; de la actual funcion de soporte compacto ¢; y lo divide por

¢i(x) = (U #19)

la sumatoria de los demas pesos w;. La funcion de ajuste global F' se puede reescribir

entonces como:

F(X) _ Zzwz (X)fz (X)

S () (2.15)
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El altimo método que se analizara para la reconstruccion implicita de superficies forma
una ecuacion de Poisson para ajustar la superficie lo mejor posible a la nube de puntos
dada P. Este enfoque, llamado reconstruccién de superficies de Poisson (Kazhdan et

al., 2006), requiere como entrada una nube densa de puntos P junto con las normales

orientadas (figura 2.7).
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(a) Puntos orientados P (b) Gradiente de la funcion indicatriz Vy

-

(c) Funcion indicatriz x (d) Superficie d,

Figura 2.7 Método de reconstruccion de  superficies de  Poisson
Adaptado de Kazhdan et al. (2006)

Con los datos de P se define una funcion indicatriz x cuyo valor es uno dentro de
la region reconstruida Q y cero fuera de ella. El gradiente de la funcion indicatriz se
equipara a un campo vectorial, construido a partir de los vectores normales de la nube
de puntos. Luego se forma la ecuacion de Poisson, la cual se resuelve para obtener la
funcién indicatriz.

La idea clave de la reconstruccion de Poisson, ilustrada en dos dimensiones en la figura
2.7, es que existe una relacion integral entre los puntos orientados P muestreados en la
superficie de un objeto € (figura 2.7a) y la funcién indicatriz x de dicho objeto.

En especifico, el gradiente de la funcion indicatriz V (figura 2.7b) es un campo vectorial
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W que es cero casi en todas partes (ya que la funcion indicatriz es constante en casi
todas partes), excepto en puntos cercanos a la superficie, donde apunta hacia adentro

en la direccion de la normal a la superficie:

V=W (2.16)

Por lo tanto, los puntos orientados se pueden ver como muestras del gradiente de la
funcion indicatriz del modelo. Kazhdan et al. (2006) demostraron que la isosuperficie
inducida por la funcion indicatriz (figura 2.7¢) define la superficie reconstruida 09y,
(figura 2.7d).

El calculo explicito del campo gradiente Vy, en la ecuacion 2.16, da como resultado un
campo vectorial W con valores no acotados en el limite de la superficie debido a que la
funcién indicatriz y es una funcion constante por partes. Para evitar esto, se hace una
convolucion entre la funciéon indicatriz y un filtro de suavizado 1, para asi considerar

el campo gradiente de la funcién suavizada:

Vix*¢)=(W=x9)

2.17
Vx=V (2.17)

Una buena elecciéon de filtro v es un filtro gaussiano cuya variacion esté en el orden de

la resolucién del muestreo.

Una vez formado el campo vectorial V', se quiere resolver la funcion y tal que Vy = V.
Sin embargo, V' generalmente no es integrable, por lo que casi nunca existe una solucion
exacta. Se decide entonces encontrar una soluciéon en términos de minimos cuadrados
(subseccion 2.2.4), es decir, min, || Vx — Vv I, aplicando el operador de divergencia V

a ambos lados de la ecuacion 2.17:

V.V{=V.V (2.18)

Como la divergencia del gradiente es el laplaciano, el problema se transforma en una
ecuacion de Poisson donde se quiere descubrir la funcion y, cuyo laplaciano es igual al

gradiente del campo vectorial V:

AY=V.V (2.19)

Para resolver la ecuacion de Poisson, la funciéon indicatriz debe representarse en el

espacio 3D. Primero, se debe elegir el espacio de funciones sobre el cual discretizar
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el problema. El enfoque mas directo es comenzar con una cuadricula 3D regular. Sin
embargo, una estructura tan uniforme resulta poco practica para la reconstruccion
detallada, ya que la resolucion del espacio es cubica, mientras que el nimero de
triangulos de superficie crece de forma cuadratica. Afortunadamente, solo es necesaria
una representacion precisa de la funcion implicita cerca de la superficie reconstruida.
Esto motiva el uso de un &rbol octree adaptativo (subseccion A.4.2) tanto para
representar la funcion implicita como para resolver el sistema de Poisson (Kazhdan
et al., 2006), donde cada una de las hojas almacena los valores de y en diferentes

puntos a través de la superficie reconstruida.

Finalmente, se extrae la superficie J, de la funciéon y utilizando el algoritmo de
Marching Cubes (subseccion 2.3.1). Para esto es necesario seleccionar un isovalor y

luego extraer la isosuperficie correspondiente de la funcion indicatriz.

El algoritmo de Poisson fue ampliado en el trabajo de Kazhdan y Hoppe (2013) mediante
la incorporacion de pesos a los puntos asignados para la interpolacion. La extension se
puede interpretar como una generalizacion del marco matematico subyacente a una

ecuacion de Poisson proyectada.

2.2.4. Aproximacién por minimos cuadrados

El término minimos cuadrados describe una técnica popular para resolver sistemas de
ecuaciones especificos sobredeterminados o inexactos. En lugar de resolver las ecuaciones
exactamente, se calcula una minimalizacion de la suma de los cuadrados de los residuos.
Esta subseccion se enfocard en las aproximaciones de minimos cuadrados para el ajuste

de superficies en R3.

Dado un conjunto de puntos P de n puntos y un punto de referencia, se quiere obtener
una funcién f : R* — R que aproxime los puntos p; de P, lo cual se puede realizar
minimizando la suma de los cuadrados de los residuos. El error total F de todos los

puntos de datos p;, aproximado por una funcion f, viene dado por la siguiente ecuacion:

E=> I 1p) = fi? (2:20)

Esto lleva al siguiente problema de minimalizacion:
n > f) — i (2.21)

mi
relli =1
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Donde f se toma del espacio de polinomios an de grado total m en d dimensiones.

Por ejemplo, se pueden usar cuadraticos en tres dimensiones; por lo tanto, d = 3 y

m = 2, y entonces f(x) se puede escribir del modo:

J(2) = b(a)"e (2.22)

Donde b(x) = [by(x), ba(z), ..., b.(2)]T es el vector de base polinomial y ¢ = [cy, 3, ..., & T
es el vector de los coeficientes desconocidos que se desea minimizar en la ecuacion 2.21.

En general, la cantidad de elementos en b(z) y ¢ viene dada por la formula k = (4m)!

J mldl -~

La ecuacion 2.21 se puede minimizar estableciendo todas las derivadas parciales en
cero, es decir, VE = 0, con V = [%, %, e %}. Tomando las derivadas parciales
con respecto a los coeficientes desconocidos ¢y, ¢a, ..., ¢, se obtiene un sistema lineal de

ecuaciones a partir del cual se puede calcular c:

SE —0: 30, 20 (pi) [b(pi) e — fi] =

0
BE =0 S0, () [blp0) e~ £] =0

G =020 2b(pi) [b(pi) e = fi] =0

Esto se puede escribir en forma de matriz de la siguiente manera:

2 Z [b(pa)b(p:) e — bpi) fi] =0

Cuando se divide por la constante y la reorganizacion de los términos, esto da:

n n

S bpa)bp) "] = b(pi) £

i=1 =1

Que se puede resolver como:

. Z:'L:1 b(pi)fz‘

XL bea)b(p)T (2.23)

Si la matriz cuadrada A = Y7 b(p;)b(p:)T es no singular, es decir, det(A) # 0, la

sustitucion de 2.23 en 2.22 proporciona la funcién de ajuste f.

371ER



Miller Gomez Mora

Por ejemplo, si se quiere ajustar un polinomio cuadratico y bivariado en dos
dimensiones, es decir, d =2y m = 2y b(x) = [1, 2,5y, 2% 2y, y*], entonces el sistema de

ecuaciones lineales resultante se ve de la siguiente manera:

1 Tioyoox wy o yp 1 1
i xoowys r wiy vyl C2 T
zn: v wy ¥ @iy vyl ) G| zn: Yi f;
i1 «7522 33? xzzyl xf Ifyl %2%2 Cy i—1 9512 '
yiowyp oy @iyl oyl oyl || o NG

Cuando se utiliza este enfoque, cada punto tiene un factor de peso igual y constante;
por lo tanto, todos los puntos tienen la misma influencia en la funcién f resultante,
incluso si estan muy lejos del centro de aproximacion. Para algunas aplicaciones se
quiere que las funciones f den una aproximacion local de los puntos p;, lo que significa
que los puntos cercanos al centro de aproximacion deberian tener méas influencia en la
funcién f resultante que los puntos lejanos. Esta extension se llama minimos cuadrados
ponderados, en cuya formulacion el error funcional E ahora contiene un factor de

ponderaciéon. La minimalizacion tiene la siguiente forma:

n

min » 0(|a—pi|) Il f(pi) = fi | (2.24)
fellm 5=
Donde # : R* — R asigna un peso a cada punto p;, con base en su funcién de distancia
euclidiana desde el centro de aproximacion a, que es generalmente uno de los puntos en
P. Este problema de minimalizacion se puede resolver de forma analoga a los minimos

cuadrados, por lo que no se repetird nuevamente.

La mayoria de las funciones de distancia con peso solo operan dentro de un cierto
radio desde el centro de la aproximaciéon a, ya que los puntos muy lejanos tendran una
influencia muy cercana a cero en la funcion f resultante. Al limitar la influencia de
estas funciones, solo se debe evaluar una parte del conjunto de puntos, lo que da como

resultado un calculo totalmente local y, por lo tanto, mas réapido.

2.2.5. Estimacion de la normal mediante PCA

El andlisis de componentes principales (PCA) implica un procedimiento matematico

que transforma un nimero de variables (posiblemente) correlacionadas en un nimero
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(méas pequeno) de variables no correlacionadas llamadas componentes principales. El
primer componente principal representa la mayor cantidad de variabilidad en los datos
como sea posible, y cada componente sucesivo representa la mayor variabilidad restante
(Smith, 2002).

En términos computacionales, los componentes principales se encuentran mediante el
calculo de los vectores propios y los valores propios de la matriz de covarianza de los
datos. Este proceso es equivalente a encontrar el sistema de ejes en el que la matriz de
covarianza es diagonal. El vector propio con el valor propio mas grande es la direccion
de mayor variacion, seguido por la direccion (ortogonal) con la siguiente variacion mas

alta, y asf sucesivamente.

Sea A una matriz n X n. Los valores propios de A se definen como las raices de:

determinante(A — AXI) = |j(A = AI)| =0

Donde T es la matriz de identidad n x n. Esta ecuacion se llama ecuacion caracteristica

(o polinomio caracteristico) y tiene n raices.

Sea A un valor propio de A. Entonces existe un vector x tal que Ax = Ax. El vector x

se denomina wvector propio de A asociado con el valor propio .

Para encontrar una solucion numérica para x se necesita establecer uno de sus elementos
a un valor arbitrario (por ejemplo, 1), que da un conjunto de ecuaciones simultineas
para resolver los otros elementos. Si no hay soluciéon, se repite el proceso con otro
elemento. Por lo general, se normalizan los valores finales para que x tenga una longitud,

es decir:

En este caso, se estéd tratando con datos en 3D, lo que da una matriz de n x 3 de x. Esto
resulta en una matriz de covarianza de 3 x 3, como A, x3 X A3y, da una matriz Asys
de tamano 3 x 3. Por lo tanto, dada una matriz Az.3 con vectores propios xi, Ts, T3y

valores propios A1, A2, A3, se tiene que:

Al'l = )\1I1
AZL’Q = )\21‘2
Al'g = )\3I3
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Cada valor propio corresponde a un vector propio. Generalmente se utiliza el valor
propio méximo para encontrar el vector propio correspondiente. Este es un vector de

columna que almacena las coordenadas (z,y, z) de la posicion de la normal.

2.3. Extracciéon de la geometria de las regiones

El proceso de modelado geométrico a partir de una regién segmentada comienza con
la generacién de una malla de superficie usando el algoritmo Marching Cubes (MC)
(Lorensen y Cline, 1987) (subseccion 2.3.1), el cual utiliza un isovalor para extraer
y renderizar una isosuperficie desde los contornos segmentados. Esta malla inicial
forma los datos de entrada de muchos métodos y algoritmos tanto paramétricos y de
geometria computacional como de reconstruccion implicita (seccion 2.2). En esta seccion
se estudiaran adicionalmente los métodos para extraer la representacion geométrica a
partir de las reconstrucciones paramétricas (subseccion 2.3.2), las reconstrucciones con
base en geometria computacional (subseccion 2.3.3) y las reconstrucciones implicitas

(subseccion 2.3.4).

2.3.1. Marching Cubes

El principio detras del algoritmo MC es subdividir el espacio en una serie de pequenos
cubos conocidos como voxeles (figura 2.8). Cada punto de la malla es un vértice de la
esquina de un cubo, y todos ellos estan definidos por el mallado del volumen. Como cada
uno de los ocho vértices de un cubo puede marcarse o no, existen 256 (2%) combinaciones
posibles del estado de la esquina. Estas combinaciones se simplifican a 15 teniendo en

cuenta las celdas que se duplican en las siguientes condiciones:

= Al rotar en cualquier grado sobre cualquiera de los tres ejes principales.
= Al reflejar la forma en cualquiera de los tres ejes principales.

= Al invertir el estado de todas las esquinas y voltear las normales de los poligonos

relacionados.

El algoritmo avanza a través de cada uno de los cubos mientras prueba los puntos de
esquina y reemplaza el cubo con un conjunto apropiado de poligonos. Cada vértice y
cada arista del cubo (figura 2.8a) se indexan en tablas a las que accede el algoritmo MC

para buscar y determinar qué aristas del voxel se cruzan con la isosuperficie, para asi
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poder crear parches triangulares que dividen el cubo en diferentes regiones que estan
dentro de la isosuperficie y por fuera de ella (figura 2.8b). Al conectar los parches
de todos los voxeles en el limite de la isosuperficie, se obtiene una representacion de

superficie que se aproxima a la que describe el conjunto de datos volumétricos.

v7

Ay

Vs

VS

AS

—_———JVv

v7

Isosuperficie

A A,
Vs - v, Vs v,

(a) EI cubo basico se llama voxel y esta formado
por 8 vértices y 12 aristas

(b) Parche triangular que divide el voxel en
regiones que estan dentro de la isosuperficie y
las que estan por fuera

Figura 2.8: Algoritmo Marching Cubes

La figura 2.8a muestra el orden de indexacion de las aristas A; y los vértices V;, mientras
que la figura 2.8b corresponde a un caso en el que el vértice V3 esta por debajo del valor
de isosuperficie y esta tltima corta las aristas Ay, Az y Ay;. La posicion exacta de los
vértices del parche triangular, en color azul oscuro, depende de la relacion del valor de
la isosuperficie y de los valores en los vértices 3-2, 3-0 y 3-7, respectivamente. La flecha

verde indica el vector normal a la superficie del triAngulo generado.

En caso de que un vértice esté por encima de la isosuperficie y un vértice adyacente esté
por debajo, entonces la posicion en la que la isosuperficie corta el borde es interpolada
linealmente. La relacion de la longitud entre los dos vértices sera la misma que la relacion
del valor de la isosuperficie con los valores en los vértices de la celda de la grilla. Los
puntos de interseccion se pueden calcular por interpolacion lineal. Si V; y V5 son los
vértices de un borde de corte y valy y valy son los valores escalares de cada vértice, el

punto de interseccion P viene dado por la siguiente ecuacion:

P =V + (isovalor — valy)(Va — V1) /(valy — valy)

El paso final del algoritmo MC es calcular la normal de las caras de la triangulacion

para obtener una representacion correcta de la superficie. Sin embargo, como los datos
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segmentados de las imagenes médicas son en general grandes, irregulares e inexactos,
la triangulacion que produce MC refleja estos defectos (figura 3.5), lo cual impide usar

este tipo de geometrias directamente en aplicaciones de ingenieria (Lin et al., 2001).

2.3.2. Superficies paramétricas

Tradicionalmente, el algoritmo de reconstruccion de superficie paramétricas consta de

cuatro pasos principales:

1. Generacion de la malla a partir de la nube de puntos no organizada. Esto puede
hacerse, por ejemplo, utilizando el algoritmo de Marching Cubes, triangulaciones

de Delaunay o Alpha Shapes.

2. Particion de la malla en parches homeomorficos a discos. Estos parches también
se conocen como mapas (charts). La particion de la malla de superficie se vuelve

obligatoria cuando esta cerrada o tiene cavidades (genus > 0).

3. Para cada parche de malla se construye una parametrizacion local. Estas
parametrizaciones locales se realizan juntas de forma continua, de modo que

forman colectivamente una parametrizacion globalmente continua de la malla.

4. Terminado el paso de parametrizacion, el cual genera una coleccion de pares de
parametros (u;, v;) asociados a los puntos (x;, y;, z;) de la nube, sigue el problema

del ajuste de la superficie.

Este tltimo problema consiste en minimizar la distancia entre cada punto (z;,y;, 2;)
y su punto correspondiente de la superficie F'(u;,v;). El enfoque estandar de ajuste

J

superficial se reduce al siguiente problema de minimizacion:

ml’nz | xi — Fug,v;) |2
i

Donde x; es el i-ésimo punto de la nube de entrada (a;,v;,2;) v || - || es la distancia
euclidiana entre x; y el punto correspondiente en la superficie F'(u;,v;) en el espacio
lineal de funciones mencionado. La funcion objetivo de este problema de minimizacion
es la norma euclidiana cuadrada. Su calculo se puede hacer facilmente por el método
de minimos cuadrados (subseccion 2.2.4); de ahi el ajuste de estos tltimos para la

reconstruccion de superficies paramétricas (Cohen et al., 2001), (Farin y Farin, 2002).
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2.3.3. Superficies triangulares

La extraccion de superficies con base en métodos de geometria computacional constan

de dos pasos y termina obteniendo una particién espacial compuesta de tetraedros:

= Primero se construye la triangulacion de Delaunay a partir de una nube de puntos,
que consiste en una particion del casco convexo de estos en un conjunto finito de

tetraedros.

= Terminada la triangulacion de la nube de puntos, solo resta identificar y extraer

los triangulos o simplices que pertenecen a la superficie.

Por consiguiente, la reconstruccion de las superficies triangulares consiste en encontrar
el subgrafo de la triangulacion de Delaunay del conjunto inicial de puntos (Edelsbrunner
y Miicke, 1994). Sin embargo, la identificacion de los triangulos de la superficie varfa

de un algoritmo a otro.

2.3.4. Superficies implicitas

Para superficies dadas como el conjunto de nivel cero d = 0 de una funcion implicita
f(z,y, z) se puede generar una malla de superficie aproximando la isosuperficie mediante
el uso del algoritmo MC. Las funciones implicitas generalmente se muestrean en una
cuadricula subyacente (Hoppe et al., 1992; Carr et al., 2001), donde la superficie
reconstruida se encuentra a través de un isocontorno con un isovalor apropiado. Para
adaptar la resolucion de la cuadricula a una densidad de muestreo puntual, otros
utilizan cuadriculas como octrees (Kazhdan et al., 2006; Kazhdan y Hoppe, 2013) y
triangulaciones 3D adaptativas (Dey et al., 2012). Sin embargo, extraer la superficie
a partir de un octree presenta varias dificultades para garantizar que las mallas de

superficie sean cerradas.

Extraer la superficie de una triangulacion se puede realizar a través de Marching
Tetrahedra, pero si se desea una malla con un ntimero menor de triangulos y tridngulos
bien acondicionados, se pueden utilizar las técnicas de refinado de Delaunay (Dey et
al., 2012).
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2.4. Extraccion de la geometria de las estructuras

heterogéneas

Para el modelado geométrico de estructuras naturales heterogéneas a partir de imagenes
médicas segmentadas se cuenta con tres aproximaciones. En primer lugar, generar
el modelo directamente a partir de las imagenes médicas segmentadas, utilizando
algiin método que extienda el algoritmo MC a miltiples regiones y refine la malla
hasta obtener la calidad deseada (Wu y Sullivan Jr, 2003) (subseccion 2.4.1). En
segundo lugar, se pueden utilizar métodos mediante el refinamiento de Delaunay
(Dey et al., 2012) (subseccion 2.4.2). Finalmente, modelar las partes que conforman
la estructura heterogénea de manera independiente y después aplicar un método de
ensamble (subseccion 2.4.3). En este caso, las regiones que conforman la estructura

heterogénea €2 deben conformar una particion del espacio.

2.4.1. Extension del algoritmo Marching Cubes

En la subseccién 2.3.1 se observo que cuando se tiene un etiquetado binario, se puede
utilizar el algoritmo MC. Cuando se tiene més de una etiqueta, se pueden utilizar
extensiones de este algoritmo mediante reglas adicionales y una tabla de bisqueda

extendida.

Sin embargo, estos métodos pueden sufrir algunos problemas, como ambigiiedad en el
etiquetado, defectos topologicos y un aumento algebraico en el nimero de casos con
respecto a la cantidad de materiales. El resultado es que se pueden crear mallas con
elementos que no coincidan de forma consistente. Se han propuesto varias soluciones a
estos problemas, como la reparacion de voxeles ambiguos antes de extraer las mallas
(Bloomenthal y Ferguson, 1995), la subdivision de dominio (Reitinger et al., 2005)
y la asignacion e interpolacion de probabilidades en vértices para extraer elementos

superficiales topologicamente correctos (Hege et al., 1997).

2.4.2. Refinamiento de Delaunay

Los métodos mediante el refinamiento de Delaunay son una extension de los algoritmos
tipicos de refinamiento de triangulaciones que eliminan aquellos triangulos que poseen
algiin angulo inferior a un umbral deseado, mediante la insercién de nuevos puntos en

la triangulacion original (Berg et al., 2008; Dey et al., 2012). En general, estos métodos
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implican muchos pasos sutiles de preprocesamiento, incluida la necesidad de identificar

y extraer las uniones triples como una red de curvas (Saye, 2015).

La triangulacion de un conjunto P de puntos sobre el plano es de Delaunay si y solo si
el circuncirculo! de cualquier triangulo ¢ de la malla no contiene un punto de P en su
interior. Esto se puede apreciar en la figura 2.9a, donde el circuncirculo en color rojo

solo contiene aquellos puntos que forman el tridngulo ¢ en color azul.

Para obtener la triangulacién de Delaunay, inicialmente se construye un gran triangulo
que contiene todos los puntos del conjunto. Esto implica agregar tres puntos adicionales
al conjunto de puntos P, que al final del proceso son eliminados. Este triangulo se
considera como la triangulacion inicial del conjunto P (You et al., 2015). Posteriormente,
se inserta cada punto a la vez hasta tener una triangulacién que contenga todos los
vértices del conjunto inicial P. La figura 2.9a muestra el resultado en 2D para un
conjunto de 10 puntos, mientras que la figura 2.9b representa el proceso de refinamiento
en 3D.

(a) Verificacion de que el circuncirculo de  (b) Tetraedralizacién de una esfera hecha
t no contenga un vértice de otro triangulo en CGAL
en su interior

Figura 2.9: Triangulacion de Delaunay en 2D y 3D

Las mallas creadas son topoldgicamente consistentes, no tienen espacios vacios ni
superposiciones y, ademas, los elementos de malla que se encuentran en las uniones
lo hacen compartiendo un borde comin. Estos enfoques tienen la ventaja de permitir

que los criterios de calidad se definan por superficie, haciendo que diferentes materiales

LCircuncirculo corresponde a la circunferencia que pasa por todos los vértices de un poligono regular.
También se conoce como circunferencia circunscrita.

45182



Miller Gomez Mora

tengan diferentes resoluciones de malla; y las mallas de tetraedros de volumen,

consistentes con la topologia de la interfaz, a menudo se producen sin costo adicional.

2.4.3. Meétodos de ensamble

Los modelos de ensamble son una forma natural e intuitiva de representar estructuras
heterogéneas. Para representar estructuras heterogéneas usando un modelo de ensam-
blaje, se debe establecerse correctamente las particiones espaciales. Hay al menos dos
métodos para lograr esto: el enfoque constructivista, que genera divisiones espaciales

de los limites de las regiones o partes existentes, y la representacion rm-set.

Kumar y Dutta (1997) introdujeron los conceptos de rm-set y rm-object para la
representacion de objetos solidos heterogéneos. La representacion rm-set es una
extensién directa del modelo 7-sef, con distribuciones de materiales adicionales
incluidas. Por lo tanto, los objetos heterogéneos estan representados con miultiples rm-
set. Cada rm-set se supone que es homogénea, pero diferentes rm-set pueden tener

diferente composicion de material.

= &=

ch@

Figura 2.10: Modelado de un objeto solido a partir de un arbol booleano
Fuente Csikos (2006)

Otros investigadores prefieren el modelado constructivista, que es una manera elegante
de construir modelos de objetos solidos usando una estructura de datos en érbol con

operaciones en los nodos y primitivas en las hojas (Wang et al., 2011).
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Las operaciones booleanas tradicionales se basan en la premisa de que los objetos son
homogéneos en la composicion material. La figura 2.10 muestra el modelado en 3D de
un objetos solido a partir de un arbol con cuatro nodos: una esfera, un rectangulo y dos
toroides. Entre la esfera y el rectangulo se aplica una operacion booleana de interseccion,
lo que da como resultado la parte inferior de la esfera. Entre los dos toroides se aplica
una operacion de union. Finalmente, se calcula la diferencia entre la media esfera y la

union de los toroides par obtener el objeto deseado.

Se puede ver en la figura 2.10 que este método aplica solamente para el modelado de
objetos solidos compuestos de un solo material. Para modelar objetos heterogéneos
es necesario ampliar las operaciones booleanas. Sun y Hu (2002) propusieron los
operadores booleanos Ma dominante y Mb dominante, y aplicaron pesos de mezcla
constantes W en cada subconjunto (region) (figura 2.11). Para el caso de la union con
Ma dominante se tiene que Wa = 1 y Wb = 0, mientras que para la unién con Mb

dominante se tiene que Wa = 0y Wb = 1.

A-Dominante Funcion de degradé

Figura 2.11: Tres diferentes resultados de aplicar la operacion booleana de union sobre
dos primitivas de entrada A y B: union dominante Ma, union dominante Mb y union
con funcion de degradé (Sun y Hu, 2002)

La figura 2.11 muestra adicionalmente el caso de utilizar una funcion de degradé
relacionada con el operador de union, donde Wa — 0,5 y Wh — 0,5. Adicionalmente,
Siu y Tan (2002) propusieron operadores similares de insercion y de inmersion en su

esquema basado en fuentes (sources).
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Método de modelado RAM

En este capitulo se presenta el método RAM (Region Aware Modeling Method) para
el modelado 3D de estructuras anatémicas heterogéneas. Este método es el producto
de varias investigaciones realizadas por el autor en el area de computacion grafica y
modelado de objetos heterogéneos. El método RAM se basa en un enfoque de dividir
y conquistar a través del cual un modelo matemético combina las caracteristicas de un
conjunto de superficies I'; y regiones {2; mediante la relacion I; = 9¢2; (seccion 3.1).
Esto permite que tanto la informacion de la geometria de las regiones como de toda
la estructura anatomica se incorpore en el modelo matemético a través de un vector
de funciones implicitas. El método propuesto consta de dos procesos principales: el de
reconstruccion implicita (seccion 3.2) y el de extraccion de la geometria mediante mallas

poligonales (seccion 3.3).

3.1. Modelado matematico
Una estructura heterogénea es una colecciéon o grupo de elementos, llamados regiones,
con una interfaz que las separa, donde cada region puede tener asociado un tipo de

material (Wang y Wang, 2005). Matematicamente, las estructuras heterogéneas se

pueden describir como:

0= UQl (3.1)

Donde Q es la estructura heterogénea modelada en R3, (2; es la i-ésima region que

pertenece a  y n es el nimero de regiones. La estructura ) puede estar definida por
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una funcion F(p) donde el punto p € R3. El espacio euclidiano R? puede extenderse a
R* para representar la composicién del material m de cualquier punto p mediante la

expresion:

p={z,y,2,m}T (3.2)

Dado que cada region (2; tiene una superficie limitrofe cerrada I; = 0f2;, la interfaz

entre dos regiones 7 y j se puede denotar por:

(2 =L\ =Ty =Ty (3.3)
i#] i#]

Si dos regiones i y j no tienen frontera en comin, entonces la interfaz estara vacia.

Ahora, sea g, la funcion indicatriz de la region (2; tal que:

].7 P S Qz
Xa.(p) = (3.4)

Si f;(p) es una funcién definida en R3, entonces la funcién yo,(p) f;(p) tiene la siguiente

propiedad:

va (@) filp) = 4 PP PE (35)
0> p ¢ ‘QZ

Para la funcion f;(p), una vez esta se multiplica por la funcion xg,(p), su influencia
fuera de la region §2; disminuye, ya que el valor de la funcion resultante sera cero para

p ¢ (2;, mientras que el valor de f;(p) para p dentro de la regién (2; no se cambiara.

Ahora, para una region (2; representada implicitamente por la ecuacion f;(p) = 0,

considere la siguiente ecuacion:

xo,(P)fi(p) + (1 = xa,(p))0 =0, §>0 (3.6)

Como se puede ver, esta tendra exactamente las mismas soluciones que la ecuacion 3.5
cuando se confine en la region §2;. Sin embargo, la parte de la forma original definida
por f;(p) = 0 fuera de la region (2; ha sido eliminada ya que cuando p ¢ (2;, la ecuacion

3.6 es diferente de cero.
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Entonces, si se tiene en consideracion que la estructura heterogénea 2 es una particion!,
esto es, @ = |J., 2, y que la forma geométrica de la regién (2 se representa
implicitamente como f;(p) = 0, entonces el modelo geométrico general de la estructura

heterogénea se puede expresar como:

F(p) = Z Xo.(p) fi(p) (3.7)

3.2. Proceso de reconstrucciéon implicita

El primer proceso en el modelado de las estructuras heterogéneas es la reconstruccion

implicita de la superficie de las regiones que conforman una estructura (algoritmo 3.1).

Algoritmo 3.1 Reconstruccion implicita de la geometria de las regiones que conforman
la estructura heterogénea
Entrada: ITmagen TAC segmentada con el conjunto de n regiones que componen la
estructura heterogénea ).
Salida: Conjunto de funciones implicitas f;, organizadas en un VFI y un VFC.
Para todas las regiones 2, € Q1 <i<n

Extraer region (2;: Modelo + Extraer (Regionf(2;).

Generar nubes de puntos: P; < Transformar (Modelo).

Calcular funcién implicita: f;<— Reconstruir (P;).

Agregar la funcion f; al VFI: VFI + Agregar (f;).

Actualizar VFC: VFC+ Actualizar ().

Fin Para

Este proceso se lleva a cabo, segmentando inicialmente cada regién que compone la
estructura (subseccion 3.2.1), de donde se extrae una nube de puntos junto con el
conjunto de normales a la superficie (subseccion 3.2.2). A partir de esta nube de puntos
se construye una representacion geométrica compacta con base en funciones implicitas
(subseccion 3.2.3). Finalmente, se implementa un vector de funciones implicitas para

representar y manipular el modelo computacional (subseccion 3.2.4).

'Supéngase que y = {xq, : i =1,2,...,n} es un conjunto de n funciones indicatrices en un dominio
dado D € R3. Se dice que Y es una particion de una estructura heterogénea si para cada p € €,
entonces Y. xo,(p) = 1.
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3.2.1. Extraccién de regiones

El primer paso del algoritmo 3.1 es obtener la segmentacion de cada una de las regiones
que conforman la estructura heterogénea. El procedimiento se llama Eztraer(RegionS2;).
Para esta tarea se utilizan imagenes TAC segmentadas que se pueden ver como una
secuencia de datos dispuestos en una grilla tridimensional que almacena parametros

correspondientes a las diferentes regiones, por ejemplo, etiquetas de color (figura 3.1).

Definicién 1. Region: en una imagen segmentada, es el conjunto maximo de voxeles

que tienen el mismo valor o etiqueta.

En una imagen segmentada cada region es un conjunto de voxeles 6-conectado (figura
2.5). Dos voxeles con la misma etiqueta [ pertenecen a la misma region con la etiqueta
l, y dos regiones diferentes tienen dos valores diferentes de . Considerar solo imagenes
segmentadas es una optimizacion que permite recuperar inmediatamente, dada la

etiqueta de un voxel, el componente conectado al que pertenece, llamado también region.

J‘DICOMImoge
—5.130e+02

-384.75

=0.000e+00

Figura 3.1: Regiones segmentadas a partir de una imagen TAC y etiquetadas por color

Adicionalmente, se debe tener en cuenta que se usard la etiqueta de las regiones como

un identificador tinico en la construccion del VFI (subseccion 3.2.4).

3.2.2. Generacion de la nube de puntos

El método RAM propone reconstruir la geometria tanto de las regiones como de la

estructura heterogénea con base en una reconstruccion de superficies implicita. El
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requisito de entrada de todos los métodos de reconstruccion implicita es un conjunto de
puntos tridimensionales P tomados de la superficie del objeto por modelar. El conjunto
de puntos P suele obtenerse mediante escaneres laser, sondas téctiles y técnicas de
vision por computador (Ohtake et al., 2005). Sin embargo, para el método RAM se
decidié extraer los puntos de la superficies junto con las normales a partir de cada

region segmentada mediante el procedimiento Extraer(RegionS2;) (figura 3.2).

(a) Segmentacion del higado (b) Nube de puntos generada a partir de 3.2a

(c) Generacién de normales dirigidas hacia afuera de la superficie

Figura 3.2: Generacion de la nube de puntos a partir de la segmentacion de un higado
(solo se muestra un 10 %)

La figura 3.2a muestra un higado segmentado, el cual es la entrada del procedimiento
llamado Transformar(Modelo), mediante el cual se realiza la triangulacion de la

superficie de la segmentacion utilizando el algoritmo Marching Cubes (Lorensen y Cline,
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1987) (seccion 2.3.1). Luego se extrae la informacion relacionada con la posicion de cada

vértice de la malla de triangulos y se adiciona a la nube de puntos P; (figura 3.2b).

En algunas ocasiones, saber hacia donde se dirige una superficie es de vital importancia.
De hecho, la mayoria de algoritmos de reconstrucciéon implicita esperan como entrada
un conjunto normales N junto con la nube de puntos P, es decir, para cada punto

p; € P hay una normal n; € N asociada (figura 3.2c).

Las normales de superficie se suelen calcular directamente desde la nube de puntos. Un
método popular y simple para determinar la normal en un punto dado p es mediante el
andlisis de componentes principales (PCA) en un vecindario local de p (Hoppe et al.,
1992). Mas especificamente, si un vecindario local de p se denota por N, la forma mas
bésica de aplicar PCA es mediante el andlisis de los vectores propios C), de la matriz

de covarianza (subseccion 2.2.5):

C,=> (p—aqp-aT (3.8)

El vector propio de C), asociado con el valor propio mas pequeno define la normal no
orientada. Se debe tener en cuenta que si el valor propio mas pequeno es 0, entonces
la region definida por p y N, es plana, ya que los vectores propios asociados con
los segundos valores propios mas grandes capturan toda la varianza en los datos.
Sin embargo, el problema aqui es encontrar un vecindario local de puntos que sea lo
suficientemente pequeno como para representar con precision el espacio tangencial de
un punto. Del mismo modo, la escala del vecindario debe ser proporcional a la densidad
del muestreo en ese punto. Esto podria conducir a normales de superficie mal orientadas

que impactan directamente en la calidad de la reconstruccion final (figura 3.3).

Como la estimacion de la densidad de muestreo es en si misma un tema desafiante,
particularmente cuando se enfrenta a un muestreo no uniforme que se presenta en
las imagenes TAC con un espaciado anisotropico, la informacion relacionada con las
normales se calcula directamente a partir de la propia segmentaciéon. Sin embargo,
hay algunos factores que hacen que la estimacién de las normales de superficie sea

especialmente dificil:

= Debido a la naturaleza binaria de las segmentaciones, siempre hay un cambio
abrupto en los valores de los datos en la superficie del modelo, lo que deriva en

defectos de reconstruccion debido al submuestreo (figura 3.3a).
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= Las normales deben tener direcciones consistentes, ya sea apuntando hacia adentro

o hacia afuera de la superficie de la region. No contar con esta condicion conlleva

reconstrucciones erroneas de la superficie (figura 3.3b).

(a) Reconstruccion de mala calidad de la (b) Dos vistas de la reconstruccion defec-
superficie de un higado tuosa de la superficie de un rinén

Figura 3.3: Efectos negativos de normales mal orientadas sobre la reconstruccion
geométrica de un objeto

Por lo tanto, cuando se desea la superficie tangencial de un voxel especifico, es necesario
echar un vistazo a su entorno. Para esto, se define un radio r de voxeles, donde se
especifican los voxeles que se encuentran en la superficie. Dentro del radio definido, se
derivaran todos los voxeles de superficie de primer orden. Asi, para un radio r = 1, la

normal orientada n a la superficie viene dada por (Hartmann, 1999):

__Vf
A

g 0 0
Vf=——,+—,= 3.9
n f=g0 9y’ 02 (3.9)
Esta normal se calcula utilizando un operador de gradiente de diferencias centradas de

seis puntos:
n-= (d($+17ya Z)—d([E—l,y, z),d(m,y—i—l,z)—d(x,y—l, Z)a d(:z:,y,z—l—l)—d(z,y, Z_l))

No siempre es claro el signo del vector normal a la superficie calculado de esta manera.
No se sabe realmente si el vector normal de superficie apunta hacia adentro o hacia
fuera. Sin embargo, como el resultado del proceso de segmentacion es un modelo sélido,
no solo un cascarén, se puede resolver facilmente esta ambigiiedad verificando los voxeles
a cada lado de la segmentacion. Por un lado, deberia haber voxeles que forman parte de
la region; por otro, deberia haber voxeles que forman parte del fondo y no pertenecen

a la region. Esta suposicion es valida ya que solo se consideran voxeles de superficie. La
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figura 3.2c representa un conjunto de normales a la superficie que apuntan hacia afuera

de esta.

3.2.3. Calculo de la funcién implicita

El resultado del procedimiento Transformar(Modelo) (subseccion 3.2.2) es una nube de
puntos orientados P, = {s; = (p1,m1), ..., Sm = (Pm,nm)} que consiste en muestras
sj con una posiciéon s.p y una normal a la superficie s.n que mira hacia adentro.
Cada muestra s; se supone que se encuentra sobre o cerca de la superficie dp, de la
segmentacion de la region (2;. Con estos datos se procede a calcular la funciéon implicita
fi (algoritmo 3.1) a partir de la cual se pueda reconstruir la geometria de las diferentes

regiones. El procedimiento para calcular la funcion implicita f; se llama Reconstruir(P;).

Con base en el andlisis realizado en la seccion 2.2 se optd por el algoritmo de
reconstruccion de superficies de Poisson (Kazhdan et al., 2006) (subseccion 2.2.3).
Formular la reconstruccion de una superficie implicita como un problema de Poisson
ofrece una serie de ventajas. Muchos métodos de ajuste de superficie implicitas primero
dividen los datos en regiones para un ajuste local y luego combinan estas aproximaciones
locales utilizando funciones de fusion. Por el contrario, la reconstruccion de Poisson es
una solucion global que considera todos los datos a la vez, sin recurrir a particiones

heuristicas y combinaciones.

J

Al igual que las funciones de base radial, la reconstruccion de Poisson crea superficies
lisas que se adaptan de forma robusta a datos ruidosos. Pero, mientras que los RBF
ideales son de soporte global y no decaen, la reconstruccion de Poisson admite una
jerarquia de funciones de soporte local y, por lo tanto, su solucion se reduce a un

sistema lineal disperso bien condicionado.

La segmentacion de una region (2; tiene un valor para los puntos que estan dentro de
la region y otro para que estan fuera de ella. Con base en esta observacion, el campo
normal que senala hacia adentro del limite de la segmentacion puede interpretarse como

el gradiente de la funcion indicatriz de la region xo,.

El algoritmo de reconstruccion de Poisson toma como entrada un conjunto de puntos
orientados P;. A partir de estos se construye una triangulacion 3D de Delaunay.
La normal a la superficie de cada punto agregado durante el refinamiento de esta
triangulacion se establece en cero. Luego se resuelve en cada vértice de la triangulacion
de Delaunay la ecuacion de Poisson para la funcion indicatriz x,, representada como

una funcion lineal a trozos usando un solucionador lineal disperso.
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La reconstruccion de la superficie de Poisson depende de una serie de parametros.
La calidad de la reconstruccion, el tiempo de calculo, etc., se ven afectados por estos

parametros de control, por lo que es importante su correcta configuracion.

= Profundidad del octree. Profundidad que se utiliza durante el proceso de
reconstruccion. Un octree de profundidad D produce una malla tridimensional de
resolucion 2D x 2D x 2D. A medida que se incrementa la profundidad del octree,
aumenta la resolucion de la malla. Entonces, el consumo de memoria también se

incrementa drasticamente. El valor predeterminado de este parametro es ocho.

= Solver divide. Especifica la profundidad hasta la cual se usa un solucionador
de gradiente conjugado para resolver la ecuacion de Poisson. Mas alla de esta
profundidad, se usa la relajacion de Gauss-Seidel. Si se aumenta la division del
solucionador, el tiempo de calculo disminuye a mayor valor y se usa la relajacion

de Gauss-Seidel en lugar del solucionador de gradiente para resolver la ecuacion.

= Muestras por nodo. Indican el niimero minimo de puntos asignados en cada
nodo hoja del octree. En caso de datos ruidosos, se asigna una mayor cantidad
de puntos en un nodo, de modo que la superficie se interpola usandolos. Esto
da como resultado la anulaciéon del efecto del ruido en la superficie 3D generada.
Sin embargo, cuando se dispone de datos de nubes de puntos precisos y libres de

ruido, se puede asignar un valor de 1-5 a esta variable.

= Compensacion de superficie. Indica un valor de correccion de umbral para la
superficie reconstruida. El valor de 1 indica que no hay correcciéon, un valor menor
que 1 se usa para la compensacion interna y un valor mayor que 1 se usa para la

compensacion externa.

3.2.4. Creacion de los vectores VFI 'y VFC

El modelado de estructuras heterogéneas es esencialmente un modelado tanto
geométrico como de material. En las subsecciones 3.2.1, 3.2.2 y 3.2.3 se ha mostrado
como las diferentes regiones de la estructura heterogénea se pueden modelar de
forma independiente utilizando funciones implicitas f;. Pero estas funciones deben
agruparse de alguna forma para representar y manipular el modelo final de la estructura
heterogénea 2, ya que las regiones deben ser consideradas como un todo en lugar de

partes aisladas.
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El conjunto de funciones implicitas f; (¢ = 1,...,n) se podria organizar en un arbol
de geometria solida constructiva para generar la forma de la estructura heterogénea
(Ricci, 1973; Pasko et al., 1995; Wang et al., 2011). Sin embargo, el modelado sélido
implicito utiliza una funcién de distancia con signo ( £DS') que define el solido asignando
a cada punto en el espacio la distancia mas corta entre el punto actual y cualquier que
pertenezca a la superficie (Ricci, 1973). El signo se usa para distinguir entre el interior
y el exterior de una region y asi poder recorrer el arbol de FDS (Wang et al., 2011).
La construccion del arbol de FDS se realiza mediante combinaciones de las FDS. Estas
combinaciones crecen exponencialmente 2", donde n es el numero de FDS, lo cual se

hace inmanejable de configurar.

Teniendo en cuenta el modelo matematico expuesto en la seccion 3.1 y siguiendo la idea
de Vese y Chan (2002), el concepto de particion de una estructura heterogénea se puede
describir mejor con un vector de funciones implicitas (VFI) F y un vector de funciones
indicatrices (VFC) x(F) correspondiente a F'. El conjunto de n funciones implicitas f;

esta organizado en un VFI de modo que:

F(p) = [f1(p), f2(P), .., fn(P)], P ER® (3.10)

F' debe ser minimo, es decir, cada dimension en F' representa una region tnica rellena
del material correspondiente a dicha dimension. La etiqueta de material 7 se asigna a
un punto p € R?si (y solo si) fi(p) > f;(p), Vi # j. Ademas, si p pertenece al interior
de (2;, no existe j(# 7) tal que f;(p) = f;(p), lo que enfatiza que el componente escalar

debe tener un maximo tinico en el interior de un region.

Con base en el VFI se organiza el VFC x(F), cuyos elementos contienen valores

vectoriales:

X(F) = [xa(F), x2(F), . xn(F)] (3.11)

Cada funcion indicatriz dentro de x;(F') tiene un valor de 1 0 0. Por lo tanto, las regiones
£2; (i=1,...,n) se pueden definir mediante el VFC x(F) tal que:

2 ={p: x(F(p)) = xi(fi(p)), p € R’} (3.12)

Para fines de ilustracion, considérese un caso de cuatro regiones (n = 4). Se
necesitan cuatro funciones implicitas, como se ilustra en la figura 3.4. En este caso,

el vector de funciones indicatrices x(F') tiene cuatro valores vectoriales posibles x(F') =
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{[,0,0,0],]0,1,0,0],[0,0,1,0],[0,0,0,1]}, correspondientes a cada una de las regiones.
Adicionalmente, la region 2y ¢ € que no pertenece a la estructura heterogénea se

representa mediante [0,0, 0, 0].

La informacion de material se representa explicitamente, dentro del V FI, con una
etiqueta [; : 1 < [; < m, donde m es el nimero total de materiales que se encuentran
dentro de la estructura heterogénea; es decir, para cada region f2; representada

implicitamente mediante f;, hay un material /; del cual estd compuesta.

Vector de Funciones Implicitas

S

Figura 3.4: VFI en el modelado de una rodilla con cuatro regiones: el fémur, la tibia,
la rotula y el ligamento rotular

Se han creado dos procedimientos para manipular el VFI y asi obtener una
representacion implicita de la estructura heterogénea: Agregar( f;) v Quitar( f;). El
orden en que se ejecutan estas operaciones determina la configuracion final del modelo
resultante; por ejemplo, la region que se procesa primero probablemente perdera la
mayor parte de su geometria y no tendra influencia en las otras regiones de la estructura

heterogénea. Asimismo, la region que se procese de tiltimas no se vera afectada por otras.

Por ultimo, se debe actualizar el vector de funciones indicatrices VFC para poder
generar correctamente los modelos geométricos tanto de superficie como de volumen
que seran utilizados finalmente en las diferentes aplicaciones (seccion 3.3). Esto se logra
mediante el procedimiento Actualizar(), que es invocado automaticamente cuando se
utilice los procedimientos Agregar( f;) y Quitar( f;) del vector de funciones implicitas
VFL
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3.3. Proceso de extracciéon de la geométrica

El modelo implicito resultante del proceso de reconstruccion implicita (subseccion 2.2.3)
puede ser visualizado directamente utilizando un motor de trazado de rayos como
POV-Ray? o X-Seed (Barbour, 2001). Sin embargo, para obtener una representacion
fotorrealista de la estructura heterogénea o un modelo véilido para aplicaciones en

ingenieria es necesario exportar estos modelos como una malla tridimensional.

Una vez que las superficies implicitas f; estan ajustadas al conjunto de puntos discretos
P; y el vector de funciones implicitas VFT esta disponible, se puede generar una malla
de superficie Mg (subseccion 3.3.1), o una malla de volumen My (subseccion 3.3.2)
tanto de cada una de las regiones que componen la estructura heterogénea como de la

estructura heterogénea en general (algoritmo 3.2).

Algoritmo 3.2 Mallado de la superficie y del volumen de la estructura heterogénea y
sus regiones incidentes

Entrada: Vector de funciones implicitas VFI.
Salida: Modelo geométrico: malla de superficie Mg y malla de volumen My, .
Para todas las f; e VFI1<i<n
Extraer malla de superficie: Mg, + Superficie (f;).
Extraer malla de volumen: My, « Volumen (f;).
Fin Para
Extraer malla de superficie de la estructura: Mg ¢« Superficie (VFI).
Extraer malla de volumen de la estructura: My + Volumen (VFI).

Para analizar las estructuras anatomicas heterogéneas se requiere que las mallas
representen cada estructura con la calidad apropiada y ajustadas a sus limites. Para
esto, es necesario ajustar el tamano y el angulo minimo de los elementos de la malla, a
fin de evitar tener tridngulos y tetraedros de baja calidad tanto en la superficie como

en el interior del modelo geométrico.

Hay dos tipos de tridngulos de baja calidad: agudos y planos. El primero se refiere a un
tridAngulo que tiene un angulo cercano a cero y dos cerca a 90 grados. El segundo tiene
dos angulos cercanos a cero y uno cercano a 180 grados. Aunque los primeros pueden
mejorar utilizando técnicas de colapso de bordes, que uniran los dos nodos opuestos al

angulo cercano a cero, no hay una solucion adecuada para el segundo problema.

http:/ /www.povray.org,/

Ec 160



Modelado tridimensional de estructuras anatdmicas heterogéneas

3.3.1. Malla de superficie

Una malla triangular es un tipo de malla poligonal que comprende un conjunto de
tridangulos que se conectan por sus lados o vértices comunes y aproximan la superficie

de un objeto.

Definicién 2. Una malla de superficie Mg = (V,T') es una malla triangular cerrada
que rodea el interior de un objeto de interés (2, donde V = {v; : 1 < i < ny} denota
el conjunto de vértices, y T'= {t : 1 < k < ny} representa el conjunto de tridngulos

orientados (figuras 3.5 y 3.6).

Los tridangulos ¢, de la malla Mg cumplen:

ng
u Q = Uk:l tk
= Cada triangulo es cerrado y con interior no vacio.
= Para diferentes tridngulos ¢, y ¢; la interseccion de sus interiores es vacia.

= Para diferentes tridngulos ¢; y t; su interseccion es un lado comin, un vértice

comin o es vacia.

La mayor ventaja de las superficies implicitas es que la clasificacion de un punto relativo
a la superficie es trivial. Solo se tiene que mirar el signo de la funciéon en el punto dado

teniendo en cuenta las siguientes propiedades:

= d < 0 para puntos dentro de la superficie.
= d = 0 para puntos en la superficie.

= d > 0 para puntos por fuera de la superficie.

Para superficies dadas como el conjunto de nivel cero d = 0 de una funcién implicita
f(z,y,z), se puede generar una malla Mg aproximada a la isosuperficie usando el
algoritmo Marching Cubes (subseccion 2.3.1). Para el caso de funciones indicatrices, el
isovalor d puede establecerse como el promedio de las muestras de la funcion indicatriz
reconstruiday, ponderado por el area de las muestras (Kazhdan et al., 2006). Este
método es realmente bueno para producir mallas triangulares de aspecto agradable que
se pueden usar en diversas aplicaciones, como juegos, museos virtuales y otros. Sin

embargo, las mallas producidas por el algoritmo Marching Cubes (Lorensen y Cline,
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1987) pueden contener huecos y una gran cantidad de triangulos, muchos de ellos de

baja calidad y con direcciones erroneas (figura 3.5).

La figura 3.5b muestra un rectangulo de color rojo que hace un acercamiento de una

parte de la malla generada por el algoritmo Marching Cubes en la figura 3.5a.
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(a) Malla de superficie de un higado humano

Figura 3.5: Malla de superficie generada por el algoritmo Marching Cubes, donde se
evidencian huecos y tridangulos agudos

Debido a lo anterior, en lugar de utilizar el algoritmo de Marching Cubes, se emplea
el framework propuesto por Jamin et al. (2015), que calcula un conjunto de puntos
de muestra en la superficie implicita y extrae una malla de superficie que interpola a
partir de la triangulaciéon de los puntos de muestra. La malla resultante se adapta a las
caracteristicas geométricas de las aplicaciones de ingenieria. La malla superficial solo
contiene triangulos de calidad, de un tamano uniforme o con un tamano adaptado a la
curvatura, es decir, pocos triangulos donde la superficie es plana y muchos tridngulos

donde la superficie tiene altas curvaturas (figura 3.6).

En muchas aplicaciones, poder saber el area de una region determinada o de la
estructura heterogénea es una operacion clave. El procedimiento para hallar el area

de una malla de tridngulos Mg se llama Area((2;), la cual es calculada como:
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Area(Msg) = 1/2/ rxdl
n=2 ” (3.13)
=1/2 (01, vi41) X (v1, Vi2)
i=1

Donde 0S es el limite de la region (2 y dl es el vector tangente diferencial del limite
(Zhang y Chen, 2001). Por lo tanto, el area de superficie Mg es igual a la suma de las

areas de todos los triangulos que la conforman:

Area(£2;) = Area(triangulo; i) (3.14)

Figura 3.6: Malla de superficie generada por el método RAM

3.3.2. Malla volumétrica

Aunque en muchos campos de ingenieria las mallas de superficie Mg son una poderosa
herramienta para estudiar las propiedades de los objetos, en otros méas, como la
fabricacion de partes, la medicina, la realidad virtual y la ingenieria biomédica, estas

no son suficientes, especialmente para aquellas aplicaciones en las que se necesita
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informacion sobre el interior de los objetos y se requiere contar con mallas volumétricas
M.

Las mallas volumétricas son una representacion poligonal del volumen interior de un
objeto. A diferencia de las mallas de superficie, estas discretizan la estructura interior

del objeto mediante una coleccion de tetraedros.

Definicion 3. Sea My = {V,C} una malla volumétrica que discretiza el interior de
una region de interés 2, donde V = {v; : i =1,2,...,n} denota el conjunto de vértices,

vy C={cx: k=1,2,....,m} representa el conjunto de tetraedros (figura 3.7).
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(a) Corte de una malla volumétrica con tamano (b) Corte de una malla volumétrica con
de celda homogénea tamano de celda variable

Figura 3.7: Generaciéon de mallas volumétricas

Existen diferentes algoritmos basados en grillas (Ju et al., 2002; Anderson et al., 2010)
y en tiangulaciones de Delaunay (Boltcheva et al., 2009; Dey et al., 2012; Jamin et
al., 2015) para generar mallas volumétricas. El primer paso para ello es introducir la
descripcion de la geometria. La longitud de las aristas para cada punto en el espacio
debe especificarse como una funcion h(z,y, z). Asi, la longitud de la arista estandar
se calcula de forma normalizada como en Jamin et al. (2015) y se define un rango de

aceptacion a partir del cual los tridAngulos fuera del rango se refinaran o engrosaran.

En la figura 3.7a se muestra una malla volumétrica con un tamano de celda homogénea,
mientras que en la figura 3.7b se usa un tamano de celda variable. Por lo general, se
desea un tamafio pequeno cerca de la superficie de la region y un tamano grande lejos
de esta. Como se puede ver, se eliminan muchos elementos cuando se utiliza un método

de mallado adaptativo de celda.
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Para generar mallas volumétricas de estructuras heterogéneas (2 se cuenta con una
funcion A(Q)) definida en todas partes en el dominio D y un valor arbitrario A; = A((2),
el cual se interpreta como el tamano deseado de los elementos de la malla de volumen

My en un punto py de la region (2.

Dado que la geometria de la region se especifica mediante la funciéon implicita que se
encuentra en el VFI, entonces un valor de la funcion A; = A(£2;), que describe la region
{2; en un punto py, se puede usar como una medida de la distancia mas cercana desde

Pr a la region (2;:

d(px) = d(F(px)) (3.15)

El atributo de tamafio de elemento A; generado por la it" region se define de manera

que:

Pota if Fi(pr) <0
Al(pk) = Infn(hméx: (E(pk) * (Ci - 1) + hnu’n)/ci) (316)
if Fi(pr) >0

Donde hym ¥ hmax son los tamanos minimos y méximos admisibles de los elementos,
¢; es el coeficiente de la progresion ¢; > |y Fi(px) es la descripciéon funcional de la
region (2;. Esta formula proporciona la ley de progresion geométrica para el aumento

del tamano de los elementos de la malla.

En la figura 3.8a se muestra la malla volumétrica, con un tamano de celda homogénea,
de una estructura heterogénea compuesta de tres regiones que representan un higado
con dos tumores adentro, marcados con dos circulos de color verde y amarillo. En la
figura 3.8b se observa la malla de la misma estructura heterogénea pero con un tamano
de celda variable. Se puede apreciar que cuando el tamano de las celdas es variable, se
perciben mas facilmente las diferentes regiones que conforman la estructura heterogénea,

al igual que las interfaces que los separa.

En algunas ocasiones es importante calcular el volumen de una region particular o de

la estructura heterogénea en general. Este procedimiento se llama Volumen( §2;).
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(b) Corte de una malla volumétrica con un tamano de celda diferente para cada region

Figura 3.8: Malla volumétrica de una estructura anatomica heterogénea compuesta por
tres regiones
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Sea Cj, un tetraedro con vértices {vg, vy, ve,v3} € V, donde el vértice vy esta ubicado
en el origen. Las coordenadas de los vértices son vo = (0,0,0), vi = (z1,%1,21),

Vo = (22,2, 22) ¥ V3 = (23,93, z3). Se define una transformacion lineal T como:

Ty T T3
T= Y1 Y2 Ys (3-17)
Z1 Z9 Z3

Aplicando esta transformacion al tetraedro ¢, = {v¢, v, va, v3}, se obtiene una unidad

ortogonal del tetraedro Wy, = {vy, v}, vy, V4 }. Entonces, el volumen de Cj es:

voz(ck)—///qdu—ncr|///Wkdu—'g' (3.18)

Donde || T' || es el jacobiano, que es igual al valor absoluto del determinante de la matriz
T. Es decir:

1
Vol(Cy) = 6(*%3%22’1@1 + TV 21 + TesYrk1 23 — Thi1Yk3Zh2 — Th2Uk22k3 T Th1Yk22k3)
(3.19)

Entonces el volumen de una malla volumétrica My es la suma de todos los tetraedros

que la conforman (Zhang y Chen, 2001):

Volumen(§2;) = E Cix (3.20)

k=1
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Experimentos

En este capitulo se lleva a cabo una serie de experimentos para probar la versatilidad
del método RAM propuesto en el capitulo 3. En la seccion 4.1 se detalla el entorno
experimental creado para este fin. La seccion 4.2 se dedica al modelado de las regiones
que forman parte de las estructuras anatoémicas, mientras que la seccion 4.3 aborda el

modelado de estructuras anatéomicas heterogéneas con diferentes configuraciones.

4.1. Entorno experimental

Todos los experimentos presentados en este documento se realizaron en una unica
aplicacion multiplataforma escrita en el lenguaje de programacion C+-+ e implementada
en un computador con un microprocesador Pentium-i7 de 3.40 GHz y 8 gigas de
memoria RAM. Las herramientas y bibliotecas que proporcionan una funcionalidad
de soporte pertenecen al grupo de tecnologias software libre, por lo que su aplicacion
estd exenta de taras economicas y legales (Pavarino et al., 2013). Las siguientes son
las mas importantes: G+, ITK (http://www.itk.org/) (Johnson et al., 2015), VTK
(http://www.vtk.org/) (Avila et al., 2010), CGAL (http://www.cgal.org/) (Fabri y
Pion, 2009), Open GL y Eigen. Finalmente, para la creacion de la aplicacion y su enlace
con las diferentes herramientas y bibliotecas se utilizo CMake (http://www.cmake.org/)
(Martin y Hoffman, 2010).

Para probar el método RAM se utilizaron cuatro conjuntos de imagenes médicas
tomadas de rodilla, abdomen, columna y cerebro, respectivamente. En la tabla 4.1
se pueden visualizar las vistas axial, sagital y coronal de cada una de las imégenes

TAC. El procedimiento Eztraer(Region(?2), definido en la subseccion 3.2.1, se aplico a
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las diferentes iméagenes para obtener las regiones de interés que seran utilizadas en los

experimentos descritos en las secciones 4.2 y 4.3.

Tabla 4.1: Vista axial, sagital y coronal de las imagenes TAC

‘ Nombre ‘ Vista axial ‘ Vista sagital ‘ Vista coronal ‘

Rodilla

Abdomen

Columna

Cerebro

4.2. Modelado de regiones anatémicas
En esta seccion se presenta el modelado de las regiones que luego formaran parte de

diferentes las estructuras heterogéneas. En la subseccion 4.2.1 se presenta el modelado

de regiones que poseen una forma redondeada, como es el caso de los érganos y algunos
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huesos humanos. Luego, en la subseccion 4.2.2 se muestra el uso del método RAM para
modelar regiones con ramificaciones y huecos, que son geometrias mas complejas. Para
llevar a cabo los experimentos de esta seccion se segmentaron de cada imagen TAC dos

regiones de interés, como se puede apreciar en las figuras 4.1 y 4.6.

(a) Fémur (rodilla) (b) Higado (abdomen) (c) Vértebra T-10 (d) Craneo (cerebro)
(columna)

Figura 4.1: Segmentacion de regiones simples

(a) Menisco (rodilla) ~ (b) Vena (abdomen) (c) Hueso sacro (d) Materia blanca
(columna) (cerebro)

Figura 4.2: Segmentacién de regiones complejas

4.2.1. Regiones anatémicas simples

En esta subseccion se presenta el modelado de cuatro estructuras anatomicas que
se caracterizan por tener una forma redondeada. En la figura 4.1 se visualiza la
segmentacion de un fémur, un higado, una vértebra y un craneo. A partir de cada
una de estas segmentaciones se procedié a generar una nube de puntos y a reconstruir

implicitamente la superficie de la region en cuestion.
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(c) Vértebra T-10 (columna) (d) Craneo (cerebro)

Figura 4.3: Mallas de superficie ajustadas a las funciones implicitas

La figura 4.3 muestra las mallas de la superficie del fémur, el higado, la vértebra toricica
10 y el craneo, obtenidas a partir de sus respectivas funciones implicitas. Se puede ver

que el efecto de escalon, que aparece en la figura 4.1, se ha eliminado y en su lugar
todas las regiones se presentan con superficies suaves y redondeadas.
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(a) Fémur (rodilla) (b) Higado (abdomen)

(c) Vértebra T-10 (columna) (d) Craneo (cerebro)

Figura 4.4: Corte vertical traslicido de las mallas volumétricas

Una vez se obtienen las mallas de superficie, el método RAM también puede generar
mallas de volumen. En la figura 4.4 se muestra un corte traslicido que permite apreciar
la estructura interna de las diferentes mallas de volumen obtenidas a partir de las
regiones de interés de la figura 4.1. Cada malla volumeétrica se genera una vez se
obtiene la malla de superficie de la region de interés. Esta estrategia permite refinar los
tetraedros dentro del volumen siempre que el circuncentro no provoque la eliminacion

de uno de los tridngulos en la superficie.
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La figura 4.5 permite ver mas detalladamente la diferencia entre una malla de superficie
y una malla volumétrica. La figura 4.5a muestra un corte de la malla de superficie del
craneo. Se ve como en este caso se generaron dos mallas: una externa y una interna,
debido a que el craneo es hueco en su interior y el método RAM puede modelar esta
condicion. La figura 4.5b muestra un corte de la malla de volumen, donde se aprecia
claramente que el volumen del crdneo se encuentra entre las dos superficies que lo
limitan y que impiden que se inserten tetraedros en el espacio interior (hueco) de este

modelo.

(a) Corte de la malla de superficie que deja en  (b) Corte de la malla volumétrica que muestra
evidencia la existencia de una malla interna la caracteristica hueca del craneo

Figura 4.5: Diferencia entre un modelo de superficie y un modelo de volumen

4.2.2. Regiones anatémicas complejas

En esta subseccion se demuestra la capacidad del método RAM para generar modelos
tridimensionales a partir de regiones de interés méas complejas que aquellas determinadas
en la subseccion 4.2.1. En la figura 4.2 se pueden apreciar las segmentaciones del menisco
lateral que da soporte a la rodilla, del sistema venoso que irriga al higado y rifiones, del
hueso sacro que conecta el coxis con la vértebra L5 y la pelvis, y de la materia blanca

localizada en el cerebro.

En la figura 4.6 se pueden ver las mallas de superficie generadas a partir de las funciones
implicitas que representan las regiones de interés de la figura 4.2. La complejidad en
el caso de regiones anatomicas como el menisco lateral radica en el modelado de los

diferentes segmentos de la region, que se unen en ciertas partes y dejan separaciones
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en otras. El método RAM modela todos los componentes dejando las correspondientes

separaciones, lo que permite calcular adecuadamente tanto el area como el volumen de

este tipo de estructuras.

R
Yy,
4. A
PEEN Y

g""“ﬁ’w 5
SR

Separacion y union de
los segmentos de la
region de acuerdo con

el modelo de voxel

(a) Menisco (rodilla)

(¢) Hueso sacro (columna)

(d) Materia blanca (cerebro)

Figura 4.6: Mallas de superficie de regiones complejas
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(a) Menisco (rodilla)

(¢) Hueso sacro (columna) (d) Materia blanca (cerebro)

Figura 4.7: Mallas volumétricas de regiones complejas

Las venas, las arterias y, en general, las estructuras tubulares son otro ejemplo de

estructuras anatomicas complejas. En este caso, las cavidades tubulares de las regiones
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de interés en las segmentaciones son representadas por muy pocos voxeles, lo que podria
ocasionar que algunas ramas sean omitidas al momento de hacer la reconstrucciéon de
la superficie. E1 método RAM puede lidiar con este tipo de estructuras haciendo un
correcto modelado de todas las ramificaciones. Esto permite hacer calculos mas exactos

del area y el volumen de la estructura bajo estudio.

Otras estructuras presentan de forma natural, o por algin tipo de lesion, cavidades
0 huecos que atraviesan completamente la region anatomica, como es el caso de las
vértebras, el hueso sacro y la pelvis. Se busca que al modelar estas estructuras no sean
omitidas estas caracteristicas. El método RAM, al igual que en el modelado del menisco

lateral, puede modelar tales peculiaridades.

Finalmente, existen estructuras anatémicas con superficies muy irregulares, como es el
caso de la materia blanca y la materia gris localizadas en el cerebro. Estas estructuras
estan conformadas por picos pronunciados y valles profundos. El método RAM detecta
estas caracteristicas y genera modelos tridimensionales que representan tales estructuras

con bastante realismo.

En la figura 4.7 se puede apreciar la conformacion interna de las mallas de volumen
de las diferentes regiones complejas que el método RAM es capaz de modelar. Aunque
los tetraedros al interior pueden tener diferentes tamanos, esto no afecta la malla en
la superficie ya que esta se adapta correctamente a la superficie reconstruida por la

funcion implicita.

4.3. Modelado de estructuras anatémicas heterogé-

neas

Los experimentos de la seccion 4.2 han demostrado la capacidad del método RAM para
generar modelos geométricos 3D de diferentes regiones anatémicas simples o complejas.
En esta seccion se presenta el modelado de estructuras anatomicas heterogéneas con
diferentes configuraciones. Primero, se considera el caso de modelado de tres estructuras
anatomicas heterogéneas compuestas de regiones colindantes (subseccion 4.3.1). Luego
se muestra el modelado de dos estructuras anatémicas heterogéneas compuestas con
regiones anidadas (subseccion 4.3.2). Finalmente, se presenta un caso donde se modela
una estructura anatomica heterogénea con una configuracion mas compleja combinando

los dos escenarios anteriores (subseccion 4.3.3).
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4.3.1. Estructuras heterogéneas con regiones colindantes

En esta subseccion se modelan tres estructuras heterogéneas: la zona toracica de una

columna vertebral (figura 4.8), la zona lumbar de la misma columna vertebral (figura

4.9) y una rodilla (figura 4.10).

Vértebra T-11 Vértebra T-10

CostillaT-11 CostillaT-10

%, iy,
sy,
O

Disco T12-T11
CostillaT-12

(b) Modelo Columna-b compuesto por ocho regiones

(c) Vista superior del modelo de la figura 4.8b

Figura 4.8: Modelado de dos estructuras anatomicas heterogéneas de la zona torécica
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Para el modelado de la zona toracica de la columna vertebral se segmentaron ocho
regiones de interés: las costillas T10, T11 y T12, las vértebras T10, T11 y T12 y
los discos intervertebrales T11-T10 y T12-T11. A partir de cada region de interés se
ha reconstruido una funcién implicita que ha sido agregada a un vector de funciones

implicitas VIF (subseccion 3.2.4).

El vector VFI esta compuesto por F(p) = [fi(p),..., [s(p)], donde fi(p), f2(p) ¥
f3(p) almacenan las funciones implicitas de las costillas, fi(p), f5(p) v fe(p) las
funciones implicitas de las vértebras y f7(p) v fs(p) las funciones implicitas de los
discos intervertebrales. La figura 4.8a muestra el modelo Columna-a formado por cuatro
regiones: las vértebras T10 y T11 y las costillas T10 y T11. En la figura 4.8b se puede
apreciar el modelo Columna-b con ocho regiones: las vértebras T10, T11 y T12, las
costillas T10, T11 y T12, y los discos intervertebrales T12-T11 y T11-T10. La figura

4.8b muestra una vista superior de la malla volumétrica del modelo Columna-b.
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(b) Corte coronal del modelo Pelvis que muestra la ubicacién de los discos
intervertebrales

Figura 4.9: Modelado de la estructura heterogénea Pelvis
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(b) Estructura heterogénea Rodilla-b modela-
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colaterales peroneo y tibial

Figura 4.10: Estructuras anatomicas heterogéneas modeladas a partir de regiones de la

rodilla
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Modelado tridimensional de estructuras anatdmicas heterogéneas

Para modelar la zona lumbar de la columna vertebral se segmentaron seis regiones de
interés: la pelvis, el hueso sacro, las vértebras L5 y L4, y los discos intervertebrales
sacro-L.5 y L.5-1.4. Las funciones implicitas que representan las diferentes regiones se

ingresan en el VFI, a partir del cual se obtuvo el modelo presentado en la figura 4.9.

La figura 4.9a muestra la vista anterior, en tanto la figura 4.9b presenta la vista posterior
del modelo de la region lumbar de la columna vertebral, donde se puede observar como
los diferentes elementos de la malla de volumen se adaptan a cada region para generar

una sola estructura.

Para modelar la rodilla se segmentaron nueve regiones de interés: el fémur, la tibia,
la rotula, el ligamento patelar, el peroné, el ligamento cruzado anterior, el ligamento
cruzado posterior, el ligamento colateral fibular y el ligamento colateral tibial. La figura
4.10 muestra las mallas de volumen que corresponden a diferentes configuraciones de la

rodilla hechas a partir del vector F.

La figura 4.10a muestra una vista frontal de una configuracion inicial compuesta por el
fémur, la tibia, la rotula y el ligamento rotular. En la figura 4.10b se puede apreciar una
configuracion donde se han agregado al modelo inicial los dos ligamentos cruzados: el
anterior y el posterior, mientras que en la figura 4.10c se ve la configuracion inicial con
el peroné y dos ligamentos colaterales: el femoral y el peroneo. La figura 4.10d ofrece

una vista lateral de esta tltima configuracion.

4.3.2. Estructuras heterogéneas con regiones anidadas

En esta subseccion se modelan dos estructuras heterogéneas cuyas regiones se
encuentran anidadas: un higado con dos tumores dentro (figura 4.11) y una estructura

cerebral con cuatro regiones (figura 4.12).

Para modelar la primera estructura se segmentaron del conjunto de datos del abdomen
tres regiones de interés: el higado y dos tumores hepéticos. El vector VFI esta compuesto
por F(p) = [fi(p), f2(p), f3(P)], donde f;(p) almacena la funcion implicita del higado
y f2(p) v f3(p) las funciones implicitas de los tumores hepéticos. A partir de este vector

se obtiene la estructura de la figura 4.11a.

Para apreciar la ubicacion de los tumores dentro del higado se utilizo el método RAM,
con un tamano de celda diferente para cada region. La figura 4.11a muestra la vista
anterior de la malla de volumen, donde se puede apreciar la discontinuidad en la malla de
superficie debido a que los tumores hepaticos estan ubicados muy cerca de la superficie
del higado.
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Cuando se genera la malla de volumen, el método RAM calcula la interseccion de las
diferentes regiones para poder asignar a cada una el tamano de celda correspondiente
(subseccion 3.3.2). Esto hace que no solo los elementos del volumen sean de tamaro

diferente, sino que los elementos de la superficie de cada region también lo sean (figura

4.11b).
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(a) Vista anterior de la malla del modelo (b) Corte transversal de la malla volumétrica
Higado-tumores de la figura 4.11a

Figura 4.11: Modelado de una estructura anatomica heterogénea compuesta por tres
regiones: un higado y dos tumores hepaticos

La segunda estructura anatomica por modelar es una estructura cerebral. Para esto se
segmentaron del conjunto de datos Cerebro el craneo, la materia blanca, la materia gris

y el cerebelo. La figura 4.12 muestra la evolucion en el modelado de esta estructura.

En la figura 4.12a se puede apreciar la estructura con dos regiones de interés: la materia
blanca y el cerebelo. En la figura 4.12b se observa la misma estructura, incluyendo la
materia blanca. Finalmente, en la la figura 4.12¢ se puede apreciar la estructura a la
que se le adicion6 el craneo. En la la figura 4.12d se puede observar el interior de la
estructura cerebral. En color rosado aparece la region de la materia gris que separa la
materia blanca y el cerebro. En este caso se utilizo el método RAM, con tamano de

celda igual para todas las regiones que componen la estructura anatémica.

Los dos experimentos anteriores permiten concluir que para el caso de estructuras
heterogéneas con regiones anidadas la geometria de la superficie de la estructura guarda

correspondencia con la geometria de la region que anida a las otras.
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Cerebelo

(a) Cerebro-a conformado por (b) Cerebro-b obtenido a par- (c) Cerebro-c compuesto por
por dos regiones: el cerebelo y tir de la figura 4.12a, mas la cuatro regiones: aquellas de la
la materia blanca materia gris figura 4.12b, mas el craneo

(d) Corte axial del modelo de la figura 4.12c; las aristas de
color rosado representan la malla volumétrica de la region de
la materia gris

Figura 4.12: Diferentes estructuras anatomicas heterogéneas modeladas a partir de
regiones del cerebro

4.3.3. Estructuras heterogéneas combinadas

En este experimento se obtiene el modelo de una estructura heterogénea mas compleja
que combina una estructura heterogénea con regiones colindantes y una estructura
heterogénea con regiones anidadas. Para ello se segmentaron siete regiones de interés
a partir de la fuente de datos del abdomen: el higado, dos tumores hepaticos, el rinén

izquierdo, el rinon derecho, la vena y la arteria que interconectan el higado y los rinones.

Con cada region de interés se reconstruyo una funcion implicita que se agregd a un vector

VFI F(p) = [fi(p), f2(P), f5(P), fa(P), f5(P), fs(P), f7(p)], donde fi(p) almacena la

funcion implicita de la vena, fo(p) v f3(p) las funciones implicitas de los dos tumores,
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fa(p) v f5(p) las funciones implicitas de los dos rifones, fs(p) la del higado y f7(p)

almacena la funcion implicita de la arteria.

La figura 4.13 evidencia el orden en que se model6 la estructura anatémica. Primero, en
la figura 4.13a se crea un modelo de una estructura heterogénea con regiones colindantes
compuesta por la vena, el higado y los dos rinones. Luego, en la figura 4.13b se agrega la
arteria. En la figura 4.13c se tiene una configuracion donde se eliminan los dos rinones y
se adicionan los dos tumores hepaticos. En la figura 4.13d se puede ver el interior de la
estructura heterogénea de la figura 4.13c. Como el tamano de los tumores hepéaticos, al
igual que el de la vena y arteria, es mas pequeno que el tamano del higado, la geometria

de la estructura heterogénea refleja este aspecto.

(a) Abdomen-a formado por (b) Abdomen-b compuesto por (c) Abdomen-c con cinco re-
cuatro regiones colindantes cinco regiones colindantes giones: tres colindantes y dos
anidadas

Tumor hepatico 2
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(d) Corte axial de la figura 4.13c; se muestra con las aristas
en color negro para mejor visualizacién

Figura 4.13: Estructuras anatémicas heterogéneas modeladas a partir de regiones del
abdomen
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Analisis de resultados

En este capitulo se analizan los datos obtenidos del proceso de modelado geométrico de
las diferentes regiones y estructuras presentada en el capitulo 4. Tres criterios se han
tomado para realizar este analisis: tiempo computacional relacionado con la ejecucion
de los diferentes procesos (seccion 5.1), precision en cuanto a la conservacion del area y
del volumen de las regiones y estructuras anatémicas (seccion 5.2) y calidad geométrica

de los modelos (seccion 5.3).

5.1. Tiempo computacional

Una medida importante de eficiencia de los métodos y algoritmos para el modelado 3D
de estructuras anatoémicas heterogéneas es el tiempo computacional transcurrido desde
el comienzo del proceso de modelado hasta que se obtiene el modelo geométrico final.

La unidad de tiempo utilizada en esta seccion es sequndos.

Tabla 5.1: Tiempo para el modelado de las regiones segmentadas del cerebro

Regiones del Puntos de Reconstruccion  Mallado Mallado Total
cerebro entrada implicita superficie volumen tiempo
Cerebelo 47.542 2,43 2,85 2,29 7,57
Craneo 244.560 17,95 8,62 11,18 37,75

Materia blanca 287.520 16,93 9,28 35,91 62,12

Materia gris 540.360 31,19 46,95 45,95 124,09

En la tabla 5.1 se listan las regiones segmentadas de la fuentes de datos del cerebro,

los puntos de entrada de cada region, los tiempos para la reconstruccion implicita de la
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superficie y los tiempos para la extraccion de la geométrica mediante el mallado de esta
y del volumen. En la tltima columna se muestra el tiempo total, en segundos, requerido
para el modelado de cada region de interés. Las regiones en cada tabla estan ordenadas

de menor a mayor de acuerdo con la cantidad de puntos de entrada.

Algunas regiones del cerebro, como la materia blanca y la materia gris, aunque no tienen
un gran volumen en comparacion con un 6rgano como el higado (seccion 5.2), si tienen
formas muy complejas con pliegues y ondulaciones que obligan a extraer un gran niimero
de puntos para poder representarlas. La tabla 5.1 muestra también que los puntos de
entrada para estas regiones son 287.520 y 540.360, respectivamente. Esto hace que la
extraccion de la geometria tanto de la superficie como del volumen a partir de la funciéon
implicita sea un proceso que consuma la mayoria del tiempo del modelado (figura 5.1).
Este tiempo tiende a disminuir cuanto menos compleja es la forma de la region por
modelar. Para el caso del craneo, el mallado de la superficie tarda 8,62 segundos, el
mallado del volumen 11,18 segundos, mientras que la reconstrucciéon implicita dura
17,95 segundos.

Segundos

50
45
40
35
30
25
20
15
10

5

Reconstruccién implicita Mallado superficie Mallado volumen

m Cerebelo (47.542) m Craneo (244.560) m Materia blanca (287.520) Materia gris (540.360)

0

Figura 5.1: Tiempo para el modelado de las regiones del cerebro

La figura 5.1 muestra el tiempo para el modelado de las regiones del cerebro ordenadas
por el niimero de puntos de entrada (tabla 5.1), que aparece entre paréntesis. Este
mismo esquema se aplica en todas las figuras de esta seccion. En la tabla 5.2 se
puede observar que el tiempo asociado a la reconstrucciéon implicita de las regiones

esta relacionado directamente con el tamano de la nube de puntos de entrada. Es asi
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como la reconstruccion implicita del Tumor2 (tabla 5.2), representado por 5.228 puntos,
es menor que la del Tumorl, con un niimero de puntos de 19.510, y la de este sea menor

que la del rinén derecho, que tiene 38.582 puntos, y asi sucesivamente.

Tabla 5.2: Tiempo para el modelado de las regiones segmentadas del abdomen

Abdomen Puntos de Re-constr.ucci(’)n Mallad.o Mallado ’-Iotal
entrada implicita superficie volumen tiempo
Tumor2 5.228 0,35 0,13 0,19 0,67
Tumorl 29.510 1,84 0,72 1,59 4,15
Rino6n derecho 38.582 2,47 0,78 3,92 717
Rino6n izquierdo 46.822 3,11 2,57 4,69 10,37
Arteria 57.946 4,27 2,79 6,64 13,7
Vena 93.714 7,07 6,31 13,87 27,25
Higado 221.402 19,32 4,45 4,73 24,5

Se puede observar en la figura 5.2 que el proceso de extraccion de la geometria es
bastante rapido para regiones que tienen una forma suave y céncava, como la de los

rinones e higado.
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: ol

: A=
Tumor2 Tumorl RifAdN Rifion Arteria Vena Higado
(5.228) (29.510) derecho izquierdo (57.946) (93.714) (221.402)

(38.582) (46.822)

M Reconstruccion implicita = Mallado superficie = Mallado volumen

Figura 5.2: Tiempo para el modelado de las regiones del abdomen

Sin embargo, cuando la forma se torna compleja, como en el caso de la vena y la arteria
(figura 5.2), este tiempo aumenta y generalmente es mayor que el necesario para realizar

la reconstruccion implicita.

871E2



Miller Gomez Mora

Por otro lado, se puede observar en la tabla 5.3 que el tiempo para extraer la malla de
superficie no depende del tamano de la nube de puntos de entrada, sino de la forma

que tiene la funcion implicita reconstruida.

Tabla 5.3: Tiempo para el modelado de las regiones segmentadas de la rodilla

Rodilla Puntos de Reconstruccion  Mallado Mallado Total
entrada implicita superficie volumen tiempo
Ligamento anterior 10.952 0,72 10,22 0,66 11,6
Ligamento posterior 16.096 0,98 12,28 0,82 14,08
Ligamento fibular 16.286 1,12 44,23 0,85 6,2
Ligamento tibial 22.478 1,52 57,31 1,07 7,9
Fibula 25.762 1,63 2,41 0,77 4,81
Patela 33.244 2,18 2,03 0,94 5,15
Ligamento patelar 43.462 291 4,76 2.4 10,07
Tibia 133.576 9,72 4,19 4,24 18,15
Fémur 164.480 12,25 4,14 4,33 20,72

En las tablas 5.1 y 5.2 se puede observar que el mallado volumétrico de la funcion
implicita toma mas tiempo que el mallado de la superficie. Esto se debe al tamano y
la forma compleja que tienen algunas regiones como la vena y la arteria. Esta misma
tendencia aparece cuando la estructura es delgada y compleja con valles y crestas,
como es el caso de la materia gris y la materia blanca del conjunto de datos del cerebro.
Esto se puede contrastar con el cerebelo, que aunque tiene una topologia parecida a
la materia gris y la materia blanca, es mucho mas pequeno en tamano y no tiene un
grosor tan delgado. Sin embargo, en las tablas 5.3, 5.4 y 5.5 se puede apreciar que el
tiempo para extraer la malla volumétrica es menor al tiempo necesario para extraer la

malla de superficie.

La figura 5.3 muestra que el tiempo para la reconstruccion implicita de una region
depende tanto del nimero de puntos de entrada como de la forma de esta. Se puede
observar que las regiones con mayor puntos de entrada, la tibia y el fémur, tardan més
tiempo en el proceso de la reconstruccién implicita que aquellas con un niimero menor
de puntos, como los ligamentos; sin embargo, estos tultimos necesitan mas tiempo para
el proceso de mallado de la superficie. Esto se debe a que cuando las regiones tienen
formas alargadas y delgadas (como los ligamentos, la materia gris y la materia blanca),
el algoritmo de mallado debe hacer calculos adicionales que prevengan la aparicion de
huecos o triangulos invertidos debido a la proximidad de las superficies que definen la

region.
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Adicionalmente, se puede observar que el tiempo para el proceso de mallado del volumen
se acerca al tiempo para el mallado de la superficie en aquellas regiones con una gran
cantidad de puntos, como la tibia y el fémur, y al tiempo para la reconstruccion implicita

si el niimero de puntos no es tan grande como en el caso de los ligamentos.
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Ligamento Ligamento Ligamento Ligamento  Fibula Patela Ligamento Tibia Fémur
anterior posterior pereneo tibial (25.762) (33.244) pastelar (133.576) (164.480)
(10.952) (16.096) (16.286) (22.478) (43.462)

M Reconstruccién implicita ® Mallado superficie = Mallado volumen

Figura 5.3: Tiempo para el modelado de las regiones de la rodilla

En la tabla 5.4 se disponen los datos del modelado de las regiones de la zona toracica.
Estos datos se grafican en la figura 5.4, donde se puede observar que la extraccion de

la malla de superficie toma la mayor parte del tiempo del proceso de modelado.

Tabla 5.4: Tiempo para el modelado de las regiones de la zona toricica

Columna Puntos de Reconstruccion  Mallado Mallado Total
(zona toracica) entrada implicita superficie volumen tiempo
Disco T12-T11 1.892 0,14 8,39 0,25 8,78
Disco T11-T10 1.942 0,13 17,06 0,28 17,47

Costilla T12 3.716 0,25 4,36 0,52 5,13
Vértebra T10 4.718 0,28 5,65 0,96 6.89
Vértebra T11 5.230 0,30 4.85 1,03 6,18
Vértebra T12 6.146 0,35 18,21 1,13 19,69

Costilla T11 6.494 0,39 6,25 0,83 7,47

Costilla T10 9.676 0,57 10,5 1,44 12,51

Caso especial es el disco intervertebral T11-T10, cuyo tiempo total de reconstruccion es

de 17,47 segundos, de los cuales 17,06 segundos son dedicados al mallado de la superficie.
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Algo similar sucede con el mallado de la superficie de la vértebra T12. Este se explica
en la forma delgada que tienen los discos intervertebrales, lo que hace que las superficies
externas estén muy cerca entre si. El caso de las vértebras se debe al hueco que tienen

en su interior, y que el algoritmo de mallado debe mantener.
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Disco Disco  Costilla Vértebra Vértebra Vértebra Costilla Costilla
T12-T11 T11-T-10 T12 T10 T11 T12 T11 T10
(1.892) (1.942) (3.716) (4.718) (5.230) (6.146) (6.494) (9.676)

o N B~ O

M Reconstruccion implicita  ®m Mallado superficie  m Mallado volumen

Figura 5.4: Tiempo para el modelado de las regiones de la zona toracica

La tabla 5.5 muestra los tiempos de reconstrucciéon de las regiones de la zona lumbar.
Estos datos se grafican en la figura 5.5, que presenta el tiempo total para el modelado de
las regiones de dicha zona. Como se ha mencionado, el tiempo de reconstruccion de una
region depende tanto del nimero de puntos de entrada como de la forma de esta. Asi,
el tiempo total de los discos sacro-L5 y L5-1.4 es mayor que el tiempo de las vértebras

L4 y L5, aunque estas tltimas tienen casi cuatro veces més puntos de entrada.

Tabla 5.5: Tiempo para el modelado de las regiones de la zona lumbar

Columna Puntos de Reconstruccion  Mallado Mallado Total
(zona lumbar) entrada implicita superficie volumen tiempo
Disco sacro-L5 2.104 0,.15 5,15 0,38 5,68

Disco L5-1.4 2.674 0,17 3,28 0,51 3,96
Vértebra L4 8.158 0,46 1,30 1,79 3,55
Vértebra L5 8.830 0,48 1,63 1,74 3,85
Hueso sacro 16.398 0,87 0,76 2,79 4,42

Pelvis 34.510 2,15 0,73 2,01 4,89
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Segundos
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Disco sacro- Disco L5-L4 Vértebra L4 Vértebra L5 Hueso sacro Pelvis
L5 (2.104) (2.674) (8.158) (8.830) (16.398) (34.510)

M Reconstruccidn implicita ™ Mallado superficie  ® Mallado volumen

Figura 5.5: Tiempo para el modelado de las regiones de la zona lumbar

Finalmente, en la tabla 5.6 se listan los tiempos relacionados con los procesos de
reconstruccion implicita, mallado de la superficie y mallado del volumen de las diferentes

estructuras anatémicas heterogéneas modeladas en la seccion 4.3.

Tabla 5.6: Tiempo para el modelado de las estructuras anatémicas heterogéneas

Nombre del modelo Nflmvero de Re.constr}lccién Malladf) Mallado Total
regiones implicita superficie volumen tiempo

Columna-a 4 1,40 0,77 3,17 5,34
Columna-b 8 2,1 1,11 8,18 11,39
Pelvis 6 4,11 138 10,1 15,59
Rodilla-a 4 36,4 5,1 5,25 46,75
Rodilla-b 6 31,86 6,43 8,1 46,39
Rodilla-c 7 39,57 6,75 9,38 55,7
Abdomen-a 4 36,4 8,17 21,71 66,28
Abdomen-b 5 36,71 10,39 33,54 80,64
Abdomen-c 5 37,79 9.85 31,17 78,81
Higado-tumores 4 11,85 3,84 9,1 24,79
Cerebro-a 2 19,9 12,86 30,37 63,13
Cerebro-b 3 39,93 17,29 109,8 167,02
Cerebro-c 4 58,05 19,15 150,24 227,44

Se puede observar que los modelos que toman menor tiempo son aquellos asociados
al conjunto de datos de la columna, que solo necesitan algunos segundos para ser

generados. En segundo lugar se tienen los modelos de la rodilla, que toman casi un
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minuto para ser obtenidos. L.uego se tienen los modelos asociados al conjunto de datos
del abdomen, que tienen estructuras de buen tamano y algunas con forma tubular. El
tiempo requerido es de casi dos minutos para el modelo Abdomen-c, compuesto de cinco
regiones. Finalmente, los modelos que toman mayor tiempo son aquellos asociados al
conjunto de datos del cerebro, debido principalmente al tamano y complejidad de la
forma que presentan sus diferentes regiones. Sin embargo el tiempo total no superd
los cuatro minutos para el caso del modelo Cerebro-c, que esta compuesto de cuatro

regiones (figura 4.12 ).

5.2. Precision de los modelos

En esta seccion se compara la malla generada por el algoritmo Marching Cubes
(Lorensen y Cline, 1987) y la malla resultante del método RAM. Se escogio este
algoritmo debido a que produce una malla que sigue muy de cerca la region segmentada

de la imagen TAC, proporcionando una malla de referencia (subseccion 2.3.1).

Tabla 5.7: Datos de los modelos de las regiones del cerebro

Region del Modelo de entrada Modelo obtenido

cercbro Puntos | Tridngulos Area VOIHH}GH Puntos | Tridngulos Area Volun}en
(mm?) | (mm?) (mm?) | (mm?)

Cerebelo 47.542 95.200 35.971 | 120.152 7.498 15.132 26.849 | 120.446

Craneo 244.560| 489.116 | 183.299 | 455.790 | 18.333 36.726 164.620 | 453.333

Materia

bl 287.520| 287.520 | 209.232 | 533.385 | 59.411 119.982 | 159.246 | 524.197
anca

Materia gris 540.360| 1.082.116 | 388.734 | 553.408 | 132.756| 268.928 | 269.101 | 562.816

En la tabla 5.7 se listan los datos relacionados con el niimero de puntos, el niimero
de tridngulos, el drea y el volumen de las regiones segmentadas del cerebro, tanto del

modelo de entrada como del modelo de salida generado por el método RAM.

Una caracteristica importante del método RAM es la reduccion de puntos para
representar las diferentes regiones y estructuras después del proceso de extraccion
geométrica. Este hecho conlleva igualmente una reduccion del espacio en disco necesario

para almacenar la geometria de los modelos computacionales.

La figura 5.6 muestra el porcentaje de reduccion de puntos y de triangulos en el proceso
de modelado de las regiones del cerebro, asi como el porcentaje de conservacion del drea

y del volumen de estos modelos. El porcentaje de reduccion de puntos esta por encima
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del 75 % para las regiones del cerebro (figura 5.6), del 88 % para las regiones del abdomen

(figura 5.7) y del 89 % para las regiones de la rodilla (figura 5.8). Para las regiones de la

zona tordcica de la columna, este porcentaje supera el 80 % (figura 5.9) y el 89 % para

la zona lumbar (figura 5.10).
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Reduccion de tridngulos Conservacion del area
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Figura 5.6: Estadisticas de la reconstruccion de las regiones del cerebro

Otra caracteristica del método RAM est& asociada a la reduccion de tridngulos de las

mallas que representan la geometria de la superficie de las diferentes regiones. La tabla

5.8 y la figura 5.7 muestran que la reduccion en el nimero de tridngulos para representar

la vena es del 88 %, llegando a una reduccion del 97 % para el caso del higado. Se puede

observar que la reduccion de triangulos esta directamente relacionada con el porcentaje

de reduccion de puntos.

Tabla 5.8: Datos de los modelos de las regiones del abdomen

Region del Modelo de entrada Modelo obtenido
abdomen Punt Tris 1 Area Volumen Punt Tris ) Area Volumen
untos | Triangulos untos idngulos|
& (mm?)| (mm?) & (mm?) | (mm?)
Tumor-2 5.228 10.452 2.325 7.500 330 656 1.999 7.374
Tumor-1 29.510 59.016 12.919 84.337 1.512 3.020 11.043 84.116
Rinén
38.582 77.160 17.120 111.919 1.340 2.676 14.610 111.066
derecho
Rinon
. K 46.822 93.640 21.492 145.727 1.556 3.108 18.701 144.632
izquierdo
Arteria 57.946 | 115.626 27.141 59.052 5.958 11.940 23.253 57.979
Vena 93.714 | 186.992 41.720 73.068 | 10.666 21.336 35.373 72.055
Higado 221.402| 442.788 99.265 | 1.489.295 7.448 14.892 85.690 | 1.487.591
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Una caracteristica que se busca en los modelos 3D es que estos conserven el mayor area
de superficie posible pero con el menor niimero de puntos. Por supuesto, entre mayor
sea la reduccion de puntos y tridngulos para representar las regiones, menor sera el
porcentaje de conservacion del area asociada a cada region. Esto se puede apreciar en
la figura 5.6, donde la materia gris es el caso mas sobresaliente, con una conservacion
del 4rea de 70 %.

%
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95
90
85
80
75
70
Reduccién de puntos Reduccion de tridngulos Conservacion del drea Conservacion del olumen
M Tumor2 (5.228) M Tumorl (29.510) M Rifidn derecho (38.582) I Rifion izquierdo (46.822)
M Arteria (57.946) M Vena (93.714) M Higado (221.402)

Figura 5.7: Estadisticas de la reconstruccion de las regiones del abdomen

La reduccion en el drea de superficie se debe principalmente a la suavidad que el proceso
de reconstruccion implicita del método RAM aplica a los modelos (seccion 3.2). Emplear
un procedimiento simple, como el suavizado laplaciano, reduce de manera significativa

el area en la region que exhibe una gran variacion (Taubin, 1995).

La tabla 5.9 contiene los datos del modelado de las regiones de la rodilla. La conservacion
del area va desde el 82 % para el caso del ligamento posterior, hasta el 87 % para el caso
del fémur (figura 5.8)
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Tabla 5.9: Datos de los modelos de las regiones de la rodilla

Region de la Modelo de entrada Modelo obtenido
rodilla Punt Tridneul Area | Volumen Punt Trisneul Area | Volumen
untos iangulos untos | Triangulos
& (mm?2)| (mm?) & (mm?)| (mm?)
Ligamento
. 10.952 21.900 1.379 1.769 804 1.604 1.185 1.732
anterior
Ligamento
i 16.096 32.188 1.961 2.452 1.190 2.376 1.590 2417
posterior
Ligamento
16.286 32.564 2.139 2.200 1.132 2.260 1.780 2.152
fibular
Ligamento
. 22.478 44.948 2.970 3.367 1.242 2.480 2.495 3.321
tibial
Fibula 25.762 51.520 3.081 10.608 1.071 2.138 2.628 10.565
Patela 33.244 66.484 4.366 15.789 1.221 2.438 3.781 15.725
Ligamento
43.462 86.948 5.757 6.122 2.476 4.952 4.873 6.080
patelar
Tibia 133.576| 267.060 14.474 | 91.582 5.899 11.794 12.245 | 91.547
Fémur 164.480| 328.956 19.986 | 141.400 | 5.618 11.232 17.331 | 141.231
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Ligamento tibial (22.478) M Fibula (25.762) W Patela (33.244)
M Ligamento patelar (43.462) M Tibia (133.576) W Fémur (164.480)

Figura 5.8: Estadisticas de la reconstruccion de las regiones de la rodilla

Otra caracteristica que buscan los modelos 3D es la conservacion del volumen. En todos
los experimentos realizados este fue superior al 97 %. Sin embargo, se puede observar
en las tablas 5.10 y 5.11 que para algunas regiones, como las costillas T-11 y T-10 y

la pelvis, el volumen de los modelos aument6 con respecto a los datos de entrada. Este
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hecho se puede apreciar claramente en las figuras 5.9 y 5.10.

Tabla 5.10: Datos de los modelos de las regiones de la zona toracica

Region de la Modelo de entrada Modelo obtenido
zona toracica R Area Volumen i Area Volumen
Puntos | Tridngulos 9 3y | Puntos | Tridngulos 9 3
(mm?)| (mm?) (mm?)| (mm?)
Disco
1.892 3.780 1.624 3.092 162 320 1.357 2.813
T12-T11
Disco
1.942 3.880 1.673 3.524 148 292 1.396 3.262
T11-T10
Costilla T12 3.716 7.424 3.398 4.678 746 1.484 3.107 5.610
Vértebra T10 | 4.718 9.436 4.212 7.839 513 1.026 3.468 7.553
Vértebra T11 5.230 10.460 4.662 9.755 511 1.022 3.773 9.413
Vértebra T12 6.146 12.292 5.460 11.678 640 1.280 4.364 11.258
Costilla T11 6.494 12.980 5.884 8.120 766 1.524 5.836 11.100
Costilla T10 9.676 19.344 8.856 13.587 976 1.944 8.663 17.938

Tabla 5.11: Datos de los modelos de las regiones de la zona lumbar

Region de la Modelo de entrada Modelo obtenido
zona lumbar X Area Volumen i Area Volumen
Puntos | Tridngulos 9 3y | Puntos | Tridngulos 9 3
(mm?)| (mm?) (mm?)| (mm?)
Disco
2.104 4.204 1.769 3.057 199 394 1.411 2.851
sacro-L5
Disco L5-L4 2.674 5.344 2.291 4.267 248 492 1.866 3.896
Vértebra L4 8.158 16.316 7.295 16.913 862 1.724 5.921 16.473
Vértebra L5 8.830 17.660 7.780 19.951 860 1.728 6.333 19.442
Hueso sacro 16.398 32.796 14.503 56.947 1.308 2.616 12.099 56.591
Pelvis 34.510 69.012 29.760 | 114.367 | 2.880 5.752 25.328 | 118.729

Para explicar el aumento en el volumen de algunas regiones, se debe recordar que
el proceso de mallado del método RAM permite el control sobre la resolucion de las
mallas; es decir, el proceso de extraccion de la geometria crea pocos tridngulos donde la
superficie es plana y mas tridngulos donde la superficie tiene curvaturas irregulares. Lo
anterior puede causar que tridngulos grandes en las zonas planas de la regién no sigan
fielmente los contornos del modelo de voxel producido por el proceso de segmentacion
original de la imagen TAC, lo que puede afectar el célculo del area y del volumen de

los modelos obtenidos.
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Figura 5.9: Estadisticas de la reconstruccion de las regiones de la zona toracica
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Figura 5.10: Estadisticas de la reconstruccion de las regiones de la zona lumbar

La figura 5.10 muestra la conservacion del volumen de las diferentes regiones de la
zona lumbar. Los valores van desde el 92% para el disco L5-L4, hasta el 104 % para
la region de la pelvis. Finalmente, en la tabla 5.12 se presentan los datos relacionados
con el nimero de regiones, el nimero de tridngulos, el area, el niimero de tetraedros y

el volumen de las diferentes estructuras heterogéneas modeladas en la secciéon 4.3.
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Tabla 5.12: Datos de los modelos de las estructuras anatomicas heterogéneas

Numero de . Area Volumen

Nombre del modelo . Triangulos 9 Tetraedros 3
regiones (mm?) (mm?)

Columna-a 4 3.618 18.780 9.313 37.436

Columna-b 8 4.642 23.932 15.838 59.335
Pelvis 6 6.250 44.018 30.109 212.919
Rodilla-a 4 17.150 36.230 14.614 253.135
Rodilla-b 6 22.656 37.445 19.484 257.436
Rodilla-c 7 23.508 40.776 21.099 269.352
Cerebro-a 2 60.042 178.218 129.915 644.796
Cerebro-b 3 76.376 220.294 469.626 1.219.210
Cerebro-c 4 82.366 310.569 50.8011 1.673.130
Abdomen-a 4 34.916 170.536 105.689 1.798.700
Abdomen-b 5 43.758 191.599 122.213 1.856.540
Abdomen-c 5 44.072 176.113 122.681 1.600.610
Higado-tumores 4 14.876 98.869 41.930 1.486.890

No se presenta una comparacion con los datos de entrada ya que estos los proporcionan
las regiones que componen estas estructuras y que estdn plasmados en las tablas 5.7,
5.8, 5.9, 5.10 y 5.11. Se debe resaltar el hecho de que las estructuras heterogéneas se
obtuvieron a partir de vectores de funciones implicitas y no de nubes de puntos que
representaran las estructuras como tal. El método RAM permite este tipo de situaciones,
las cuales serfan consideradas como un modelado de regiones (seccion 4.2) y no un

modelado de estructuras heterogéneas.

5.3. Calidad geométrica

La calidad geométrica se refiere a cuén cerca de la estructura anatémica real se
encuentra el modelo geométrico obtenido. El coeficiente de Dice (subseccion 5.3.1) y
la distancia de Hausdorff (subseccion 5.3.2) son las medidas escogidas para analizar la

calidad geométrica de los modelos geométricos obtenidos mediante el método RAM.

5.3.1. Coeficiente de Dice

El coeficiente de Dice Cpie se usa para medir la relacion de superposicion de dos

modelos como un porcentaje del volumen total ocupado por ambos (Dice, 1945). Se
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calcula como el doble de la relacién del naimero de voxeles contenidos en la interseccion

de dos modelos con el nimero total de voxeles contenidos en cada uno:

2| ANB |

_ 5.1
AT+ 1B (5-1)

CDice =

La tabla 5.13 dispone los resultados del céalculo del coeficiente de Dice, utilizando el
software MeshValmet (Xu, 2011), para todas las regiones del abdomen, la rodilla, la

columna y el cerebro, modeladas en la seccion 4.2.

Tabla 5.13: Coeficiente de Dice de los modelos de las regiones

Regiones de la columna

Regiones del . . Dice
Dice (zona toracica)
abdomen
Costilla T11 0.,7762
Vena 0,9435 —
- Costilla T10 0,7807
Arteria 0,9602 —
Costilla T12 0,8356
Tumor-2 0,9764 -
Vértebra T10 0,924
Tumor-1 0,987 -
— Disco T12-T11 0,9264
Rinén derecho 0,9873 -
" Vértebra T11 0,9291
Rinon izquierdo 0,9885 -
- Vértebra T12 0,9318
Higado 0,9946 -
Disco T11-T10 0,9345
Regiones de la columna .
Dice
- (zona lumbar)
Regiones de la .
. Dice Disco sacro-L5 0,9116
rodilla
~ Disco L5-L4 0,9234
Ligamento fibular 0,9596 -
- Vértebra L4 0,9353
Ligamento patelar 0,9629 -
- — Pelvis 0,9397
Ligamento tibial 0,9643 —
- - Vértebra L5 0,9426
Ligamento posterior 0,9651
- - Hueso sacro 0,966
Ligamento anterior 0,968
Fibula 0,9879 - -
Regiones del cerebro Dice
Patela 0,9885 - -
— Materia gris 0,888
Tibia 0,9932 -
- Materia blanca 0,9406
Fémur 0,9942 -
Craneo 0,9575
Cerebelo 0,959

Al no contar con regiones reales para hacer las comparaciones del caso, se toman como
base las regiones segmentadas (modelos de voxel) a partir de las cuales se crea una
malla de prueba por medio del algoritmo Marching Cubes. Para los célculos se toma el

modelo obtenido con el método RAM (A) y el modelo generado directamente a partir de
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las segmentaciones por el algoritmo de Marching Cubes ( B). Los valores del coeficiente

de Dice van desde 0 (sin superposicion) hasta 1 (congruencia total).

Se puede observar que los valores del coeficiente de Dice estan por encima de 0,94
para las estructuras generadas del conjunto de datos del abdomen, de 0.96 para las
estructuras de la rodilla, de 0,88 para las estructuras del cerebro, y de 0,78 y 0,91 para

las regiones de la zona toracica y zona lumbar, respectivamente.

El coeficiente de Dice presenta una correlacion directa con el porcentaje de conservacion
de volumen. Asi, las estructuras anatomicas con un coeficiente de Dice cerca a 1 son

aquellas que han conservado su volumen en un porcentaje superior al 99 %.

La figura 5.11 muestra esta relacion para el caso de las estructuras anatomicas del
abdomen, misma tendencia que se presenta en los conjuntos de datos de la rodilla, la
columna y el cerebro. Para hacer la comparacién se normalizé el coeficiente de Dice
multiplicaAndolo por 100. Los valores mas bajos del coeficiente de Dice corresponden a
las costillas T10, T11 y T12, resaltados en color rojo en la tabla 5.13. Estas regiones son
las mismas que presentan un aumento del volumen con respecto a los datos de entrada
(tabla 5.10).
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Figura 5.11: Coeficiente de Dice vs. conservacion del volumen en regiones del abdomen

En la figura 5.12 se presenta la relacion entre el coeficiente de Dice y la conservacion
del volumen de las regiones de la zona torédcica. Se puede observar que cuando

la conservaciéon del volumen sobrepasa el 100%, el coeficiente de Dice comienza a
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disminuir. Esto se debe a que es una medida de superposicion entre dos modelos, y
entre mas se desvie esta superposicion, mas disminuira el valor del coeficiente, como
queda evidenciado en la figura 5.11.
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Figura 5.12: Coeficiente de Dice de las regiones de la zona toracica

En la tabla 5.14 se presentan los resultados del célculo del coeficiente de Dice en
las diferentes estructuras anatémicas heterogéneas modeladas en la seccion 4.3 con
el método RAM. Para hacer los célculos se gener6 una malla inicial (B) para cada
estructura heterogénea, a partir de la combinacion de los diferentes modelos de voxel

que conforman dicha estructura utilizando el software Paraview (Ayachit, 2015).

Tabla 5.14: Coeficiente de Dice de las estructuras heterogéneas modeladas

‘ Nombre del modelo ‘ Coeficiente de Dice ‘
Columna-a 0,9119
Columna-b 0,9056

Rodilla-a 0,9879
Pelvis 0,9497
Rodilla-b 0,9844
Rodilla-c 0,9756
Cerebro-a 0,9374
Cerebro-b 0,9016
Cerebro-c 0,9415
Abdomen-a 0,9065
Abdomen-b 0,9071
Abdomen-c 0,8448
Higado-tumores 0,9651
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Se puede observar, que el coeficiente de Dice es superior al 0,90 para todos los modelos,
a excepcion del modelo abdomen-c, que es de 0,84. Esto se debe principalmente a que
el modelo posee dos estructuras tubulares: la vena y la arteria, que interconectan los

rinones y el higado.

5.3.2. Distancia de Hausdorff

Dado que los modelos obtenidos con el método RAM pueden tener alguna anomalia
geométrica, y todas las medidas de superposicion como coeficiente de Dice pueden dar
una muy buena puntuacion, se decidié utilizar la distancia de Hausdorff para detectar

cualquier desviacion fuerte con respecto a la malla base.

La distancia de Hausdorff Dprgysd0rpr mide la diferencia entre dos modelos geométricos
en términos de las distancias entre muestras de puntos en las superficies de ambos
modelos (Hausdorff, 2008). Dados dos conjuntos de puntos finitos A = {ay,...,a,} y
B = {by,...,b,}, para cada punto en la superficie 4 la distancia a la superficie B se

define como la distancia euclidiana al punto mas cercano en la superficie B:

DHausdorff(A7B) = méx(d(A,B)d(B,A)) (52)

Donde d(A, B) = méx,ea mingep || a—b || v || - || es la distancia entre los puntos a y

b medida por alguna norma (L1, Lo, Ls).

La funcién d(A, B) se conoce como la distancia directa de Hausdorff desde 4 a B,y
ordena cada punto de A con base en su distancia al punto méas cercano de B. Asi,
los valores de la distancia de Hausdorff van desde 0, que significa que hay una total
coincidencia entre los dos modelos, hasta cualquier valor que indica la distancia de un
punto de A al punto més cercano de B. Es importante observar que esta distancia es
en general no simétrica, es decir, d(A, B) # d(B, A).

La tabla 5.15 muestra los resultados de calcular la distancia de Hausdorff, utilizando
el software MeshValmet (Xu, 2011), entre el modelo obtenido por el método RAM( A)
y el modelo generado por el algoritmo Marching Cubes(B). Esta distancia es inferior
a 0.88 para las estructuras del abdomen, e inferior a 0,46 para las estructuras de la
rodilla. Sin embargo, la distancia de Hausdorff aumenta hasta 1,39 para las estructuras
del cerebro, y hasta 1,83 y 2,69 para las estructuras de la zona lumbar y zona torécica,

respectivamente.
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Tabla 5.15: Distancia de Hausdorff de los modelos de las regiones segmentadas del
abdomen, la rodilla, la columna y el cerebro

Regiones de la columna

Regi del d(A, B
eslones de d(A, B) (zona toracica) ( )
abdomen

Vértebra T10 1,0872
Tumor-2 0,7315
Vértebra T11 1,134
Vena 0,7729 -
-~ Disco T11-T10 1,1424
Arteria 0,7768 -
0 Vértebra T12 1,2421
Rinoén izquierdo 0,7961 -
— Disco T12-T11 1,4857
Rinoén derecho 0,799 - -
Costilla T12 1,7875
Tumor-1 0,8492 - -
Costilla T11 2,4622
Higado 0,8778 - —
Costilla T10 2,6883
Regiones de la col
. egiones de la columna d(A, B)
Regiones de la d(A, B) (zona lumbar)
rodilla ' Vértebra L4 1,217
Ligamento fibular 0,3768 Disco sacro-L5 1,2762
Ligamento tibial 0,3869 Vértebra L5 1,306
Ligamento Hueso sacro 1,3125
i 0,4012
posterior Disco L5-1.4 1,4904
Patela 0,4104 Pelvis 1,8277
Ligamento anterior 0,4287
Fibula 0,4431 Regiones del cerebro d(A, B)
Ligamento patelar 0,4501 Cerebelo 1,106
Fémur 0,459 Materia blanca 1,217
Tibia 0,4603 Materia gris 1,3774
Craneo 1,3817

La figura 5.13 compara la conservacion del area, la conservacion del volumen y la
distancia de Hausdorff de las regiones de la zona toracica. Para hacer esta comparacion
se normaliz6 dividiendo por 100, tanto la conservacion del drea como la conservacion

del volumen.

Se puede ver que no hay una relacion directa entre la conservacion del area y la distancia
de Hausdorff. Sin embargo, esta relacion si existe entre la distancia de Hausdorff y
la conservacion del volumen. Pero, a diferencia del coeficiente de Dice, cuando la
conservacion del volumen sobrepasa el 100 %, la distancia de Hausdorff comienza a

aumentar, como se aprecia en las regiones resaltadas en rojo en la tabla 5.15.

Asimismo, se puede observar en la tabla 5.15 que la distancia de Hausdorff de la region
de la pelvis es igualmente alto. Esto evidencia que puede haber un aumento en el

volumen del modelo resultante, como lo demuestra la figura 5.10. Sin embargo, este
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hecho no fue detectado por el coeficiente de Dice.
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Figura 5.13: Distancia de Hausdorff vs. conservacion del &drea y del volumen de las
regiones de la zona toracica

En la tabla 5.16 se presenta la distancia de Hausdorff de las estructuras heterogéneas
con diferentes configuraciones modeladas en la secciéon 4.3. Se puede observar que para
el caso de las estructuras heterogéneas con regiones anidadas la distancia de Hausdorff
coincide con la distancia de Hausdorff de la region que anida las otras. Asi, la distancia
de Hausdorff del modelo higado-tumores coincide con la distancia de Hausdorff del

higado.

Tabla 5.16: Distancia de Hausdorff de las estructuras heterogéneas modeladas

| Nombre del modelo | Distancia d(A, B) |

Columna-a 1,3472
Columna-b 1,468
Pelvis 1.3543
Rodilla-a 0,7665
Rodilla-b 0,5356
Rodilla-c 0,5634
Cerebro-a 1,324
Cerebro-b 1,6123
Cerebro-c 1,608
Abdomen-a 1,5568
Abdomen-b 1,5299
Abdomen-c 2,0997
Higado-tumores 0,8867
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Conclusiones

En este libro se abordé el problema del modelado 3D de estructuras anatémicas
heterogéneas a partir de imagenes médicas. Para contribuir con la solucién a este
problema se ha propuesto el método RAM (Region Aware Modeling), que tiene en
cuenta todas las regiones que conforman las estructuras anatomicas heterogéneas

representadas en las imagenes médicas TAC.

El método RAM aplica un enfoque sistematico de modelado ascendente (botton-up) con
base en ingenieria inversa. En este enfoque, las estructuras anatomicas heterogéneas se
descomponen en regiones a partir de las cuales se extrae una nube de puntos, a través
de la cual cual se realiza la reconstruccion implicita de la superficie de cada region.
La geometria total de la estructura anatomica es modelada por medio de un vector de
funciones implicitas (VFI). Como resultado, los modelos 3D son independientes de la

resolucion, precisos y matematicamente rigurosos.

El método RAM consta de dos procesos principales: el proceso de reconstruccion
implicita y generacion del vector de funciones implicitas, y el proceso de reconstruccion
geométrica mediante el mallado de superficie y de volumen. Tanto las mallas de
superficie como de volumen se generan automaticamente con la calidad que requieren las
aplicaciones de ingenieria y con limites acordes con las diferentes regiones que conforman

la estructura anatomica (Wesseling et al., 2016; Wu et al., 2016).

Aunque el enfoque general del método RAM hace énfasis en la fidelidad de los modelos
3D a las estructuras reales representadas en las diferentes segmentaciones de las

imagenes médicas, los siguientes factores afectan la precision del método:

= El algoritmo de reconstruccion de superficies implicitas. En la subseccion

2.2.3 se revisaron tres algoritmos: funciones de base radial (Carr et al., 2001),
particion de la unidad multinivel (Ohtake et al., 2005) y reconstruccion de
superficies de Poisson (Kazhdan et al., 2006). La eleccion del algoritmo para

generar la superficie implicita desde la nube de puntos de entrada hace la
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diferencia. Aunque todos los algoritmos deberian producir una superficie implicita
que divida el espacio en regiones internas y externas, la forma en que los puntos

se interpolardn o aproximaran variard de un algoritmo al siguiente.

= Parametros del algoritmo de mallado. Al igual que en el item anterior, la
eleccion del algoritmo para generar mallas de superficie y mallas de volumen a
partir de la representacion implicita incide en la calidad de los modelos. Incluso
si se utiliza el mismo algoritmo de mallado, tales algoritmos a menudo tienen
parametros de entrada. Por ejemplo, en el proceso de reconstruccion geométrica
del método RAM tres pardmetros de entrada controlan el procedimiento de
mallado de superficie, y cinco parametros el procedimiento de mallado de volumen

(seccion 3.3). Modificar los valores de los pardametros puede alterar los resultados.

= El tipo de imagen médica. Con cualquier tipo de imagen médica, el espacio
donde se encuentran las estructuras anatémicas se muestrea y reconstruye
mateméaticamente; como resultado, la calidad del modelo 3D esté limitada por la
precision del algoritmo de reconstruccion y la resolucion de la imagen (subseccion
2.1.1). Al utilizar imagenes de mejor calidad, es decir, de mayor resolucion, se
pueden obtener modelos 3D mas precisos; sin embargo, se afectaria la eficiencia
computacional al necesitar mayores recursos para procesar una mayor cantidad

de informacion.
Ademas, los siguientes factores afectan la eficiencia computacional del método RAM:

= Niamero de regiones. Hay una sobrecarga asociada con cada region adicional
que deba agregarse al modelado de la estructura heterogénea. El proceso de
reconstruccion geométrica del método RAM debe moverse a través del conjunto
de regiones implicitas y luego determinar la ubicacion del limite entre las regiones

que forman parte de las estructuras heterogéneas.

= Tamano de la nube de puntos. Como el tamano de las estructuras segmentadas
puede variar mucho, esto se traduce en una gran diferencia en el nimero de
puntos necesarios para representar la estructura anatomica. Las nubes de puntos
més grandes requieren més tiempo para obtener la reconstruccion de la superficie

implicita.

= Complejidad de forma. Las estructuras con formas més complejas requieren
mas iteraciones del algoritmo de reconstruccion implicita para capturar los detalles

del limite. Igualmente, el algoritmo de mallado tardard mas en determinar si el
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modelo generado coincide con los limites de la funcion implicita. Intuitivamente,
las formas més complejas serdn més dificiles de reconstruir y mallar que las més

simples.

= Coincidencias de limites. Los limites compartidos por més de dos regiones
tomaran mas tiempo para determinar dénde deben ajustarse las interfaces entre

las regiones.

Sin embargo, el enfoque de modelado presentado en este libro tiene caracteristicas

importantes que se pueden resumir como:

= Preservaciéon de la forma. ElI método RAM minimiza los errores de
aproximacion geométrica, de modo que los detalles resultantes parecen similares a
sus contrapartes originales. El método RAM también genera una transicion suave

y continua entre las regiones interiores y la region exterior.

= Robustez. El presente enfoque permite al usuario modelar estructuras anato-
micas con un numero arbitrario de regiones, cada una de ellas con diferentes
caracteristicas y complejidad. También le permite especificar algunos parametros
geométricas como el angulo minimo de los tridngulos que evita tener tridngulos
planos, no deseados para propositos de simulaciéon. Los resultados experimentales
muestran que el enfoque propuesto puede funcionar de manera efectiva al modelar

estructuras heterogéneas con diferentes configuraciones.

= Eficiencia. El enfoque presente en el método RAM esta bien adaptado a los
grandes conjuntos de datos que se encuentran en las imagenes médicas, ya que
utiliza una estructura de datos recursiva de arboles octree que dividen el espacio
para adaptarse a los detalles de la superficie local. Por lo tanto, el tiempo de
calculo depende de la complejidad de la superficie, en lugar del tamano de la
imagen. Ademas, el error de aproximacion geométrica puede ser controlado por

el usuario y limitado.

Estas caracteristicas y los resultados de los experimentos sugieren la validez del método
RAM, y de todo el enfoque en general, para modelar tanto regiones anatdmicas

individuales como estructuras anatomicas heterogéneas.

El trabajo de investigacion sobre el modelado 3D de estructuras anatémicas
heterogéneas para aplicaciones en areas de la ingenieria esta lejos de estar terminado.

El enfoque presentado en este libro demostrd solo una alternativa para el modelado
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de estas estructuras. Para aplicaciones practicas, las funcionalidades proporcionadas
por el método RAM son todavia muy limitadas. Estas aplicaciones incluyen simulacion
quirtrgica, exploracion virtual del cuerpo humano, diseno y fabricacion de protesis a
la medida. Por lo tanto, todavia hay mucho espacio para mejorar las funcionalidades y
crear nuevos desarrollos practicos y tedricos. Las siguientes son algunas direcciones de

trabajo futuro:

= Una implementacion de GPU. Las unidades modernas de procesamiento de
graficos (GPU) se encuentran entre los chips de procesamiento méas poderosos que
existen en la actualidad. Las GPU de ultima generacion son capaces de més de
12 teraflops de operaciones aritméticas de punto flotante y tienen mas de 250 GB
de memoria, mucho méas que las actuales CPU de multiples nucleos. El enfoque
de dividir y conquistar del método RAM tiene suficiente paralelismo de datos
para funcionar bien en las GPU. La implementacion de GPU del método RAM
con suficientes aceleraciones de rendimiento podria reconstruir modelos 3D de

estructuras anatémicas en tiempo real.

= Un sistema integrado de asignacién de materiales. Los modelos obtenidos
en el capitulo 4 pueden medirse, modificarse y usarse en diferentes areas de la
ingenieria; sin embargo, no pueden registrar la composicion local de los materiales.
Esta informacion se tiene en las imégenes médicas no segmentadas o podria
adicionarse mediante modelos de ingenierfa asistida por computadora (CAE). El
desarrollo de un sistema de asignacion de materiales integrado con el método
RAM podria contribuir a realizar un proceso de modelado més completo de las

estructuras anatomicas heterogéneas.

= Un sistema de simulaciéon basado en realidad virtual. Este libro se ha
centrado en la creacion de modelos tridimensionales de estructuras anatomica
que solo pueden visualizar los usuarios mediante un proceso de renderizando. Sin
embargo, las técnicas para interactuar con los modelos tridimensionales también
son importantes para brindar a los usuarios experiencias mas ricas e intuitivas. El
desarrollo de un sistema de simulacién con base en realidad virtual permitiria que
interactiien de manera realista con los modelos 3D obtenidos mediante el método

RAM.
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Apéndice A
Conceptos relevantes

En este anexo se revisan una variedad de conceptos relevantes para el modelado
tridimensional de estructuras anatomicas heterogéneas. Para un mejor entendimiento
se ha organizado por secciones: Conceptos topologicos (seccion A.1), Curvas y
superficies (seccion A.2), Reconstruccion tomogréfica (seccion A.3) y Estructuras de
datos espaciales (seccién A.4). Estos conceptos y definiciones de ninguna manera son
exhaustivos, pero si importantes para comprender mejor el drea del modelado de objetos

solidos heterogéneos en general y del método RAM en particular.

A.1. Conceptos topologicos

Definicién 4. Dado un conjunto X, una topologia en X consiste en una familia de

subconjuntos T, llamados conjuntos abiertos, que cumplen las siguientes condiciones:

s El conjunto vacio () es abierto y todo el espacio X es abierto, {#, X} C T.
nUeTyVel=UNVeET

= Si Vi|i € I es cualquier familia de conjuntos abiertos, entonces su union | J,_, V; es

el
abierta.

A.1.1. Espacio topolbgico

Definicion 5. Un par (X, T), donde T es una topologia en X, se denomina espacio

topoldgico. Los elementos del espacio subyacente X se conocen generalmente como
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puntos. Dado x,y € X, donde X es un espacio topologico, se dice que = e y pueden
separarse por vecindarios si existe un vecindario U de z, y un vecindario V de y tal

que (UNV) = 0.

Un homeomorfismo es un isomorfismo especial entre espacios topoldgicos que respeta
las propiedades topologicas. Dos espacios homeomorficos son idénticos desde un punto
de vista topologico. Uno puede ver un homeomorfismo entre dos espacios como un
estiramiento y combinacion continuo de un espacio en el otro. Por ejemplo, un cuadrado
y un circulo son homeomorficos. Intuitivamente, un homeomorfismo mapea puntos en

el primer espacio que estan muy cerca de puntos en el segundo espacio, y viceversa.

Definicién 6. Una funcion f entre dos espacios topologicos X e Y se llama

homeomorfismo si tiene las siguientes propiedades:

= f es una biyeccion
= f es continuo

= ! es continuo

Por ejemplo, el intervalo abierto (-1, 1) es homeomorfo a los niimeros reales R.

Definicién 7. Un espacio topologico X se denomina espacio de Hausdorff si dos puntos

distintos de X se pueden separar por vecindarios.

A.1.2. Variedad

Bernhard Riemann fue el primer mateméatico que extendié sistematicamente la nocion
de superficie a los objetos de mayores dimensiones, a los que llamo Mannigfaltigkeit.
De este término procede el inglés manifold. Riemann ofrece una descripcion intuitiva
de variedad, considerando una variedad de dimension n como un apilamiento continuo

de variedades de dimensién n-1.

Intuitivamente, una variedad es un espacio topolégico que es localmente euclidiano.
Localmente, estos espacios se ven tal como los describe la geometria euclidiana, pero
pueden tener una estructura mas complicada cuando se ven como un todo. Un ejemplo
de esto es la superficie de la tierra. Para una persona de pie en la superficie parece plana,
pero cuando se ve desde el espacio, se ve esférica. Se puede construir una variedad al
pegar espacios euclidianos separados entre si. Por ejemplo, se puede construir un mapa

mundial pegando muchos mapas de regiones locales.

Ee 1110



Modelado tridimensional de estructuras anatdmicas heterogéneas

Definicién 8. Una wvariedad, en matemaética, es el objeto geométrico estandar que
generaliza la nocién intuitiva de curva (l-variedad) y de superficie (2-variedad) a
cualquier dimension y sobre cuerpos diversos. Se puede decir que una variedad de
dimensién n (n-variedad) es un espacio topologico de Hausdorff en el que cada
punto tiene un vecindario homeomorfo a una n-bola euclidiana abierta. Un punto

x = (x1, Tg, ..., 2,) estd dentro de una n-bola euclidiana si y solo si:

B" = {(z1, %2, ..., o) |77 + 75 + ... + 22 < 1} (A1)

Todas las variedades con una misma dimension n o n-variedades tienen la misma
topologia local. Asi, una pequena porcion de la curva es andloga a una recta y una
pequena porcion de superficie es andloga a un plano. Una superficie es un ejemplo
de una variedad-2. El caracter bidimensional de una superficie proviene del hecho de
que alrededor de cada punto hay un parche de coordenadas sobre el que se define un
sistema bidimensional de estas. En general, no es posible extender este parche a toda la
superficie, por lo que sera necesario definir miltiples parches que cubran colectivamente

la superficie.

A.1.3. Particion

Debido a que es imposible almacenar en el computador todo el conjunto de puntos
que pueden constituir un objeto continuo, normalmente se opta por discretizar el
espacio ocupado por este utilizando un conjunto de celdas y manteniendo informacion
concerniente a cada una de ellas (Mantyla, 1998). El tipo de celdas utilizadas y la forma
en que se combinan determinan las diferentes estrategias llevadas a cabo sobre esta idea.
Sin embargo, las diferentes estrategias tienen un requisito en comun: las celdas deben
estar disjuntas o tener solo caras, bordes o vértices en comiin. Es decir, deben formar
una cubierta solida sin superposicion espacial entre celdas o, lo que es lo mismo, una

particién espacial.

Definicion 9. Sea I un conjunto de indices de la forma I = {1,...,n}. Se dice que
una familia de subconjuntos A; C A | i € I de un conjunto A es un recubrimiento de

A si se cumplen las siguientes condiciones:

A #0, Yiel
UieIAi:A
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Definicién 10. Sea I un conjunto de indices de la forma I = {1,...,n}. Se dice que
una familia de subconjuntos A; C A | 7 € I de un conjunto A es una particion de A

si la familia es un recubrimiento y es cierto que:

ANA; =0, Vijel, i#j (A.3)

En otras palabras, las diferentes estrategias tienen en comin que el espacio que
representa el objeto se divide en celdas que no se superponen; por lo tanto, cualquier
punto que pertenezca a él se puede identificar como dentro de una celda particular (o

celdas, si se cae en la frontera de celdas vecinas).

A.1.4. Vecindad

La vecindad define la relacion entre un pixel y su entorno (figura A.1).

X = X
h|d
¥ 14 ¥ b
gl c
\J 4
(a) Vecindad vertical y hori- (b) Vecindad diagonal (¢) Vecindad de ocho

zontal

Figura A.1: Vecindades

El pixel p = (z,y) tiene dos vecinos verticales y dos vecinos horizontales, conocidos

como vecindad-4 V4(p) o vecindad directa (figura A.la):

a= (z+1y)

Vi(p) = b= -1y (A.4)
c= (z,y+1)
d= xz,y—1

Eel112



Modelado tridimensional de estructuras anatdmicas heterogéneas

La vecindad diagonal (figura A.1b), denotada por V(p), esta definida por las siguientes
coordenadas:

e= (r+1y+1)
= (z+1ly—1

Va(p) = f= wtly-1) (A.5)
g= (@—-1Ly+1)

h= z—-1y—1

La vecindad-8 Vz(p) es la union de las dos vecindades anteriores (figura A.lc).
Naturalmente, existen las excepciones dadas cuando el pixel p = (z,y) es un punto

del borde de la imagen, en cuyo caso algunos de los vecinos definidos anteriormente no

existen.

A.1.5. Conectividad

Un pixel p es contiguo a otro pixel ¢ si estan conectados. Sea C' el conjunto de valores
de intensidad de los pixeles que se permiten estar adyacentes. Si solo se desea que
exista conectividad entre los pixeles con intensidades ¢, y ts, entonces C' = {t1,%2}.

Considérense dos tipos basicos de conectividad:

= Conectividad-4: dos pixeles p y ¢ con valores de C estéan 4-conectados si ¢ esta
en el conjunto Vy(p).

= Conectividad-8: dos pixeles p y ¢ con valores de C estéan 8-conectados si ¢ esta
en el conjunto Vi(p).

A.2. Curvas y superficies

A.2.1. Curvas implicitas en 2D

De forma intuitiva, una curva es un conjunto de puntos que puede ser dibujados en
una hoja de papel sin levantar el lapiz. Una forma comin de representar una curva es

usando una ecuacion implicita, que en dos dimensiones se expresa asi:

f(z,y)=0 (A.6)
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La funcion f(z,y) retorna un valor real. Los puntos (z,y) donde este valor es 0 estan

en (pertenecen a) la curva. Por ejemplo, digamos que:

f(xa y) = (.%' - xc)Q + (y - yc)2 —r? (A7)

Donde (z,¥.) es un punto en 2D y r es un ntimero real diferente de cero.

Si se toma f(z,y) = 0, los puntos donde se cumple esta funciéon estén en el circulo
de radio r y centro (z.,y.). La razon de que sea llamada ecuacion implicita es que los
puntos (., y.) en la curva no pueden ser calculados inmediatamente por la ecuacion vy,
en cambio, debe ser determinados por la solucion de esta. Asi, los puntos en la curva
no son generados explicitamente por la ecuacion, sino que estéan ocultos implicitamente
en algin lugar dentro de ella. Se debe notar que f(z,y) tiene valores para todos los

puntos (z,y).

El valor escalar devuelto por la funcién se puede interpretar como una distancia
a la superficie del objeto descrita por aquella. Por ejemplo, la funcién implicita
flx,y) = 2% +y*—2% define un disco de radio 2 centrado en el origen de las coordenadas.
La figura A.2 representa una serie de valores escalares devueltos por esta funcion para

diferentes puntos en un plano 2D.

Y

S3-3)= 14

Figura A.2: Grafico de la funcion implicita f(z,y) = 22 + y? — 22

El 4rea gris es un subconjunto del plano 2D donde los valores devueltos por la funcion

f(z,y) son negativos (f(0,0) = —4). El contorno punteado es un conjunto de puntos
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donde la funcion f(z,y) devuelve 0 (el punto (2,0) pertenece a la periferia de un circulo
como f(2,0) = 0). Para cualquier otro punto en un plano 2D f(z,y) devuelve valores
positivos (f(3,—3) = 14). Por lo tanto, se puede observar que la curva parte el espacio
en dos partes: f(x,y) <0y f(x,y) > 0.

A.2.2. Gradiente

Si se piensa la funcion f(z,y) como un campo escalar, por ejemplo un mapa de alturas
donde altura = f(z,y), entonces el vector gradiente indica la direccién en la cual el
campo f(z,y) varia més rapidamente y su méodulo representa el ritmo de variacion de

f(z,y) en la direcciéon de dicho vector gradiente.

Definicién 11. FEl gradiente se define como el campo vectorial cuyas funciones
coordenadas son las derivadas parciales del campo escalar y se representa con el

operador diferencial nabla V seguido de la funcion, esto es:

Vi = (5 5) (A8)

Se debe observar que el vector gradiente evaluado en un punto (z,y) de la curva
implicita f(z,y) = 0 es perpendicular al vector tangente de la curva en ese punto.
Adicionalmente, como el gradiente apunta hacia afuera (arriba), él indica la direccion

de la region f(z,y) > 0.

Como ejemplo, considérese el circulo implicito 22 + 4% — 1 = 0 con el vector gradiente
Vf(x,y) = (2z,2y), indicando que la parte externa del circulo es la region positiva de
la funcién f(z,y) = 22 + 3> — 1. La longitud del gradiente puede variar dependiendo
del multiplicador de la funcién implicita. El circulo de longitud 1, por ejemplo, puede
ser descrito como Az? + Ay? — A = 0 para todo A diferente de cero. El gradiente de
esta curva es (2Az,2Ay), que es la normal perpendicular al circulo pero tendrd una
longitud determinada por A. Para A > 0, la normal apunta hacia afuera del circulo y
para A < 0, hacia adentro. De forma intuitiva, se puede pensar que la direccién del
gradiente apunta hacia afuera y su magnitud mide qué tan afuera esté el punto (x,y)

en cuestion.
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A.2.3. Superficies en 3D
A.2.3.1. Superficie paramétrica

Una superficie paramétrica es una superficie cuyos limites estan definidos por funciones

paramétricas:

T fu(u,v)
fy (u,v) (A.9)
fa(u,v)

Las superficies paramétricas se basan en un mapeo desde un dominio planar (a trozos)
D a R?, es decir, f : D — R3 El nimero de mapeos necesarios para representar
con precision una superficie se correlaciona estrechamente con la complejidad de su
superficie. Dado que los puntos en la superficie pueden obtenerse evaluando la funcion
inversa f~' : R® — D, las superficies paramétricas pueden renderizarse de manera

bastante eficiente.

A.2.3.2. Superficie implicita

Asi como las ecuaciones implicitas pueden ser usadas para definir curvas en dos
dimensiones, también pueden usarse para definir superficies en tres dimensiones de

la siguiente forma:

f(o9,2) = d (A.10)
Donde d se puede considerar como la densidad de un campo escalar 3D en el punto
(x,y,2). Usualmente la ecuacion es de la forma f(z,y,z) = 0.

Mediante la evaluacion de f se puede determinar si un punto (x,y, z) esta en la superficie
o no. De igual forma se puede determinar de qué lado de la superficie esté el punto solo
con observar el signo de f. Si cada punto es representado por el vector p = (z,y, 2),

entonces la funcion implicita se puede escribir como f(p) = 0.

Definiciéon 12. Dada una funcion f : 2 — R, donde {2 es un subconjunto abierto de

R3, el conjunto S es una superficie en forma implicita si se cumple que:

S={p=(z,y,2) €2 : f(p) =0} (A.11)
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A.2.4. Vector normal a la superficie

Cada punto p en la superficie S puede tener un vector normal n diferente.

Definicién 13. Un vector se dice normal a una superficie en un punto p si es
perpendicular al plano tangente en dicho punto de la superficie. El vector normal a

la superficie en el punto p es dado por el gradiente de la funcion implicita:

n=Vf(p)= <0f(p) 9f(p) 3f(p)> (A12)

or = Oy = 0Oz

Al igual que en 2D, el gradiente en 3D apunta en la direccion de incremento més rapido
de f en la superficie, donde f(p) > 0, siendo perpendicular a la direccion de la tangente
en el punto p. Para una funcion implicita, la normal se define como el gradiente de
longitud uno en un punto, mientras que para las superficies paramétricas esta se calcula
generalmente como el producto cruz de las tangentes de superficie en las dos direcciones

paramétricas.

A.3. Reconstruccién tomografica

La comprension de los conceptos relacionados con la reconstruccion tomografica requiere
de la revision de algunos conceptos mateméticos claves, como la transformada de Radon
(subseccion A.3.1), que permite crear iméagenes de objetos muy similares a las que
ocurren en las radiografias. El problema inverso permite convertir las transformaciones
de Radon en coeficientes de atenuacion utilizando la transformada de Radon inversa.
Se revisaran dos métodos para reconstruir el objeto a partir de un escaneo TAC: el
teorema de cortes y la retroproyeccion, ambos con base en la transformada de Fourier
(subseccion A.3.2).

A.3.1. La transformada de Radon

En 1917 Johann Radon (1887-1956) demostr6 mateméaticamente que se puede
reconstruir un objeto bidimensional o tridimensional si se conocen todas sus
proyecciones (Hounsfield, 1980; Deans, 2007). Sin embargo, sus trabajos permanecieron
en el olvido aproximadamente cincuenta afnos, hasta que Cormack y Hounsfield
usaron sus resultados para crear de manera independiente las bases de la tomografia

computarizada.
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Si se denota como f(z,y) al mapa de atenuacion del objeto que se quiere reconstruir y
f(p,0) la proyeccion de f(z,y) a un angulo 6, entonces se tiene que p = x cosf + ssin 6.

De donde resulta:

(.0) = / " o y)ds (A13)

Definicién 14. Dada una funcién f(¢,6) definida en R? con soporte compacto, la
transformada de Radon de f(p, ) en dos dimensiones denotada por Ry f(p, 0) es definida

COmo:

Ro{f(p,0)} = // g2 f(z,9)0(p — xcos b — ysinb)dxdy (A.14)

Donde § es la funcion delta de Dirac, p € Ry 0 € [0, 27).

Una funcion con soporte compacto es aquella que toma el valor cero en todas partes
fuera de un conjunto compacto. Este es un requisito razonable para un problema de
imagenes médicas porque solo se esta tratando con areas finitas (o cortes) de algtin
objeto. Recuérdese que el objetivo es determinar el coeficiente de atenuacion del objeto
que esta relacionado con la densidad del propio objeto. Por lo tanto, dado que solo se
esta tratando con cortes finitos, habra alguna region finita fuera de la cual el coeficiente

de atenuacion debe ser igual a cero.

La transformada de Radon ofrece un medio para determinar la densidad total de una
determinada funcién f a lo largo de una linea dada L. Esta linea L esta determinada
por un angulo 6 desde el eje z y una distancia ¢ desde el origen, como se describe en la
ecuacion A.14. Como se observa en la figura A.3, si se toma la transformada de Radon a
lo largo de multiples lineas en angulos variables 0; y 0o, se podrén determinar miltiples
funciones de densidad para el objeto estudiado. Intuitivamente se puede interpretar la

transformada de Radon como una versiéon borrosa del objeto inicial.

Supongase que la region representada en la figura A.3 fuera una mancha de tinta; si se
hubiera borrado esta mancha a lo largo de lineas variables en la direccion 6, se podria
esperar que las regiones mas anchas corresponderian a una region mas grande vs. las

mas pequenas, que es exactamente lo que se ve.

Las proyecciones tomogréficas pueden expresarse como la transformada de Radon del
mapa de atenuaciones del objeto que se desea reconstruir, con lo cual el problema de la
reconstruccion es equivalente a encontrar la inversa de la transformada de Radon que

permita recuperar nuestra funcion inicial f.
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RE(t, 62)

Figura A.3: Transformada de Radon de 6, y 0,

Ademés, se define el dominio natural de la transformada de Radon como el conjunto

de funciones f sobre R?, tal que:

| 1) us)ds < o (A1)

Es decir, se restringe el dominio al conjunto de funciones absolutamente integrables.

La transformada de Radon estd estrechamente relacionada con la transformada de
Fourier, un método ampliamente estudiado cuya inversa esta bien descrita por el
teorema central del corte. A continuacion se introducird la transformada de Fourier

antes de explorar esta relacién mas adelante.

A.3.2. La transformada de Fourier

Definicion 15. Dada una funcion absolutamente integrable f(z) en R, la transformada

de Fourier de f(x) es definida para cada numero real & como:

FIE) = / " e (A.16)
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La transformada de Fourier se utiliza frecuentemente en el analisis de senales y ofrece
un medio para cambiar una funcién del tiempo en una funcién de frecuencia. La variable
x representa el tiempo en segundos y la variable &, la frecuencia de la funcion en Hertz.

La transformada de Fourier de la ecuacion A.16 es:

FU(p.0)} = / " . 0)e T dp (A17)

Si f = f(z,y), entonces Fo{f} = F{R(f)}. En efecto, desglosando el lado derecho de

la igualdad anterior, se observa que:

FIR()) = [ Ry
= S )5 — wcosd — ysinO)dudye T rdp  (A18)
_ fooOO foooo f(l’7y —27r7,t(zcos9+ysm9)dl,dy

Haciendo k, = kcosf, k, = ksin0, resulta:

F{R(N)} = FAS} (A.19)

Este resultado es conocido como el teorema de cortes de Fourier, que establece que
la transformada unidimensional de Fourier de una proyeccion f(p,#) de un objeto es
igual a la transformada bidimensional de Fourier de la funcion f(z,y) evaluada en la
recta de esta proyeccion. Esta idea se demuestra en la figura A.4. En la parte izquierda
se empieza con una funcion F(x,y) y se aplica luego la transformada de Radon para
obtener una proyeccion g, a la que luego se aplica la transformada de Fourier, recibiendo
la funcion naranja G(w) en la parte superior de la figura A.4. En la parte derecha se
toma la transformada de Fourier bidimensional de la porcién naranja de F'(z,y) paralela
a la linea de proyeccion. Esta transformada de Fourier bidimensional también es igual

a la funcion G(w), representada en color naranja.

La transformada inversa de Fourier de Fo{f} da como resultado la reconstruccion

completa de f(z,y), es decir:

fla.y) = F {F{R(NY} (A.20)
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Fourier IG(W)'
ga (P)
RADON

TRANSFORM

r— -4- |
F(xy) —
Y 2D Fourier | |
Transform | |
91 X | 1 | u

| |
| |
A

Figura A.4: Teorema del corte central

Como se ha visto, es posible recuperar a la funcion f usando el teorema de cortes
de Fourier; sin embargo, implementar este método resulta muy costoso en cuestiones
computacionales debido a la gran cantidad de proyecciones que se realizan. Para esto,
se han investigado diferentes técnicas de implementacion de este tipo de reconstruccion.
Entre ellas destaca el algoritmo de retroproyeccion filtrada, que transforma las
proyecciones simples en proyecciones filtradas aplicando un filtro, con el fin de obtener

resultados méas nitidos y con menos factores de ruido.

Como su nombre indica, hay dos pasos dentro del algoritmo de retroproyeccion filtrada:
la parte de filtrado, que puede visualizarse como una ponderacion de cada proyeccion en
el dominio de frecuencia, y la parte de retroproyeccion, que es equivalente a encontrar
las reconstrucciones correspondientes a cada una de las proyecciones filtradas. A partir

de la siguiente relacion:

Rikaiky) = [ [ plae et mdady (A.21)

Se tiene que:

f(z,y) = / / Rk, k) e ket vk gk, (A.22)

Pasando de coordenadas rectangulares a coordenadas polares mediante %k, =

kcosl, k= ksinb, dk,dk, = kdkdd, se puede reescribir la ecuaciéon A.22 como:
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27 o]
f(z,y) = / / R(k, §)e>mik@cosbtusind) g g1 g (A.23)
0 0

La ecuacion A.23 puede separarse en dos sumandos considerando que 6 puede variar de

0amydena2m. Asi, se tiene:

027" f()oo R(k, g)eQWik(x cos 04y sin 6) kdkdo+

€z, = T oo . . A.24
f( y) 02 f() R(k.79 + 7T)627rzk(zcos(9+7'r)+y5111(9+7r))kdkd9 ( )
Y usando la siguiente propiedad:
R(k,0+ 1) =R(—E,0) (A.25)
La expresion A.23 para f(z,y) puede expresarse como:
f(z,y) = / [/ R(k,0)|k|e*™ ™ dk | do (A.26)
0 —o0

Donde se ha simplificado la expresion A.23 usando p = x cos 0+ ssin f. Ahora, se denota

Sg(k?) asi:

So(k) = F{R(f)} = F2{[} (A.27)

Con lo que la expresion A.26 queda como:

flz,y) = /7T Qp(x cos b + ssin 0)db (A.28)
0
Donde:
Qo(p) = /°° So(k)|kle*™* dk (A.29)

La ecuacion A.29 representa una operacion de filtrado (convolucion), donde la respuesta
en frecuencia del filtro esta dada por [k|; por lo tanto, Qg(p) es llamada una proyeccion
filtrada. Las proyecciones resultantes para distintos angulos 6 son superpuestas para

formar la estimacion de f(x,y).
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A.3.3. Coeficiente de atenuacion

La absorcion de rayos X en un medio dado va a depender de la distancia que estos
atraviesan y de su intensidad (Prince y Links, 2006). Considérese un rayo de intensidad
Iy que penetra un objeto a lo largo de una trayectoria L en linea recta, con una
distribucion no homogénea de atenuaciones p(x) (figura A.5). La intensidad del rayo
que alcanza el detector I(x) depende no solo de la distancia atravesada z, sino también
de la atenuacionp(z) de cada punto en su trayectoria. De acuerdo con la ley de Beer-

Lambert:

I(z) = Le '@ (A.30)

Donde p(z) es el coeficiente de atenuacion de masa caracteristico del material e
independiente del estado fisico. El coeficiente de atenuaciéon de masa estd dado por

el coeficiente lineal de atenuacion y la densidad del material.

Detector

Fuente de rayos X

Figura A.5: Adquisicion de las proyecciones tomograficas

Un objeto en el espacio tridimensional esta determinado por una funcion de densidad
f en el espacio R?, siendo f(z) = I, la densidad en el punto z. Una imagen de rayos X
tomada en la direccién 6 proporciona una funcién Lgf en el plano ortogonal a 6, cuyo
valor en un punto z es la masa total a lo largo de la recta a través de z en la direcciéon

0, dado por:
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Lof = /OO flz+to)dt, z €0+ (A.31)

Técnicamente Ly f es la imagen o radiografia de f (Solmon, 1976). La imagen de rayos
X se basa en este principio: un objeto absorberd o dispersara rayos X de una energia
particular de una manera dependiente de su composicion, cuantificada por el coeficiente
de atenuacion u(zx). El coeficiente de atenuacion u(x) de una sustancia es una funcion
en R? dependiente de una variedad de factores, pero principalmente refleja la densidad

de electrones.

Por consiguiente, las sustancias mas densas y las sustancias que contienen elementos
con muchos electrones tendran coeficientes de atenuacion p(z) mas altos. Esto ayuda
a explicar por qué el hueso, que contiene altos porcentajes de calcio (20 electrones),
potasio (19 electrones), fosforo (15 electrones) y magnesio (12 electrones), tiene un
coeficiente de atenuacion mucho mayor que el tejido blando, que estd compuesto
principalmente de carbono (6 electrones), nitrogeno (7 electrones) y oxigeno (8
electrones) (Epstein, 2007).

A.3.4. Adquisicion de las proyecciones tomograficas

Para capturar cada proyeccion tomogréfica, el tomografo realiza dos mediciones: I, la
intensidad inicial de cada haz de rayos X en la fuente de radiacion, y I(x), la intensidad
final de cada haz en el detector de radiacion (figura A.5). Los cambios de intensidad
para un solo haz dependen de la densidad interna del objeto a lo largo de la linea L
por la que atraviesa el rayo X. Al cambiar la orientacion de la fuente y el detector en
una geometria circular, es posible obtener mas informacion sobre la densidad interna

mirando los cambios de intensidad correspondientes de un corte.

Es posible medir tanto Iy como la intensidad de salida I(z) en el detector del tomografo

mediante la siguiente ecuacion:

I(z) = e Jur@de (A.32)

Sin embargo, resulta méas conveniente escribirla como:

p@) = —In (IE{‘)) _ /Lu(x)dx (A.33)
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La ecuacion A.33 constituye una integral de linea o transformada de Radon de los
coeficientes de atenuacion lineal a través del recorrido de los rayos X. La proyeccion
p(z), formada por las integrales de linea paralelas o en abanico, tiene implicaciones
importantes. La primera, que el detector registra la integral de linea y esta depende de
las atenuaciones en cada region del objeto en la trayectoria del rayo. La segunda, que
aunque se usa informacion volumétrica, el detector registra la proyeccion p(z), que es

una senal unidimensional para cada angulo 6.

Cada corte axial se puede dividir en una cuadricula de pixeles, o elementos de imagen
que representan una pequena parte de la imagen global. La imagen resultante se
subdivide en cierta cantidad de elementos, llamados pizeles, para poder ser almacenada
en forma de matriz (figura 2.2a). Alternativamente, los pixeles se llaman vdzeles porque

representan volimenes unitarios. Los tamanos habituales son 256 x 256, o 512 x 512.

Por convencién, un corte se ve como si estuviera mirando desde la parte inferior del
objeto (los pies en el caso de una persona) hacia la parte superior (la cabeza de una
persona), por lo que la imagen TAC especifica el lado izquierdo L del objeto y el lado
derecho R.

A.4. Estructuras de datos espaciales

A.4.1. Arreglo de etiquetas

Una de las primeras estructura de datos utilizada por los algoritmos de segmentacion es
el arreglo (array) de etiquetas (Suk y Chung, 1983; Nicol, 1995), que consiste en asociar
a cada pixel de la imagen una etiqueta tal que todos los pixeles que la compartan
pertenezcan a una misma region. Esta estructura de datos estd bien adaptada a las

operaciones que se aplican a toda la imagen, como son los operadores morfoldgicos.

Las fronteras de las regiones se definen implicitamente como los lados compartidos
por pixeles con etiquetas diferentes. Esto hace que caracteristicas vinculadas a la
frontera de las regiones, como segmentos fronterizos o regiones vecinas, requieran
una reconstruccion explicita de esta. Es posible codificar explicitamente la frontera,
por ejemplo almacenando para cada region la secuencia de pixeles adyacente que no
pertenece a ella. Tal frontera puede ser representada por uno de sus puntos y una

secuencia de movimientos (figura A.6).
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Figura A.6: Definicién de una region en 2D con un camino 4-conectado

Un inconveniente importante de las fronteras definidas como secuencia de pixeles es que
no son topolégicamente consistentes. Ademés, dos regiones adyacentes no comparten

elementos de frontera.

A.4.2. Estructuras jerarquicas

En algunos casos puede ser interesante procesar una imagen a diferentes niveles de
resolucion. Comenzando en un nivel aproximado de resolucion, la particion de la imagen
inicial puede refinarse de nivel a nivel, hasta el nivel de resolucion de la imagen original.
Las matriz-piramides (Browning y Tanimoto, 1982; Tanimoto, 2014) o M-piramides

proporcionan una descripcion de dicha multiresolucion.

Definicién 16. Una M-pirdmide P es una secuencia {M(n), M(n —1),...,M(0)} de
matrices, donde M (n) representa la imagen original, M (n — 1) una version de M (n) a

la mitad de la resolucién, y asi hasta M (0), que contiene un solo pixel.

Si un algoritmo particular tiene que acceder con frecuencia a varios niveles de resolucion,
puede ser mas facil definir las piramides en términos de arboles en lugar de matrices.
Los arbol-pirdmides corresponden a la version de drbol de M-pirdmides. Su definicion

formal puede expresarse como sigue:

Definicién 17. Un drbol-pirdmide P es un conjunto de p-nodos (k,,j) con 0 < k <
n, 0<i¢<2"—1, 0<j<2"—1. Cada p-nodo corresponde a un pixel de una
M-piramide: el p-nodo (k,4,j) es el pixel (i,7) de la imagen M (k) en la M-piramide
{M(n), M(n—1),...,M(0)}. El padre de un p-nodo (k, i, j) es igual a (k—1, [i/2],[j/2]).
donde [z] denota el mayor entero inferior o igual a z. Cada hoja de un arbol-pirdmide

representa un pixel de la imagen original.
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Si se etiqueta cada hoja con una etiqueta de region, todos los hijos de un nodo
pueden compartir la misma etiqueta y ser representados por su padre sin pérdida de
informacion. Asi, se puede podar el arbol-piramide hasta que ningin nodo tenga hijos
con la misma etiqueta. El arbol-piraAmide no es entonces més equilibrado y la estructura
resultante se llama quadtree o drbol cuddruple (Rosenfeld, 1976; Samet, 1980; Dyer et
al., 1980) (figura A.7).

(a) Subdivisién recursiva de una imagen (b) Quadtree correspondiente
2D en cuadrados

Figura A.7: Generacion de un arbol cuddruple (quadtree)

Cuando se trabaja en un espacio tridimensional, se utiliza un octree o arbol octal, que
es una estructura de datos en la que cada nodo interno tiene exactamente ocho hijos;

lo que permite particionar el espacio recursivamente en ocho octantes.

A.4.3. Grafo de adyacencia de regiones

Las estructuras jerarquicas (subseccion A.4.2) estan dedicadas a algoritmos de division
basados en regiones y no proporcionan implementaciones eficientes para algoritmos de
fusion. De hecho, calcular la adyacencia de las regiones con una estructura de arbol
puede implicar un procesamiento complejo. Ademés, la fusion de dos regiones que
comparten diferentes padres rompe la estructura del arbol. Una estructura de datos
habitual para realizar operaciones de fusion es el grafo de adyacencia de regiones GAR

(Region Adjacency Graph).
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(a) Imagen segmentada en seis regiones  (b) Grafo de adyacencia del conjunto de regio-
nes de la figura A.8a

Figura A.8: Generacion de un grafo de adyacencia de regiones

La figura A.8a muestra una imagen 2D segmentada en seis regiones. Cada nodo del
grafo de adyacencia representa una region de la imagen segmentada, y dos regiones

adyacentes comparten una arista en el grafo (figura A.8b).

La fusion de dos regiones r; y 7o implica actualizar los nodos correspondientes en el
GAR al contraer la arista que enlaza sus nodos. Ambos nodos 7, y ry se fusionan, y
el nodo resultante se enlaza a cada nodo de una region adyacente a r; o 9. Luego
se eliminan las aristas muiltiples, que son aquellas que unen los mismos dos nodos. La
figura A.9a muestra las regiones 4 y 5 que seran fusionadas. La figura A.9b muestra el

grafo de adyacencia actualizado.

o o [ ]
7~
3 2 7 3 2 45
J ! L
1 e._ _© 1 ®
5 G 6
(a) Regiones 4 y 5 que seran fusionadas (b) Grafo de adyacencia actualizado

Figura A.9: Fusion de regiones en un grafo de adyacencia

El grafo de adyacencia de regiones se puede implementar como plexos o una lista de
adyacencia o un medio arreglo de bits. Cuando se implementa como un medio arreglo,
la fusion de dos nodos i y j requiere invalidar la linea y la columna i y actualizar la

linea y la columna j. El grafo de adyacencia de regiones se puede usar junto con un
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arreglo de sus descripciones. Cada entrada de este arreglo puede contener parametros
de una region, los cuales se actualizan durante fusiones sucesivas y se pueden utilizar
para etiquetar las aristas del GAR. Por ejemplo, este arreglo puede contener el color
medio de las regiones. Asi, en cada paso del algoritmo de fusion se pueden fusionar las

dos regiones 71 y 72 de manera que:

= Las regiones r; y 79 son adyacentes en el GAR.

= La distancia media de color entre r; y ro es minima.

Pardmetros tales como la media, la varianza o el histograma pueden actualizarse
eficazmente durante sucesivas operaciones de fusion. Por lo tanto, los grafos de
adyacencia de regiones dan una descripcion eficaz de las regiones adyacentes. Ademaés,
las relaciones de adyacencia y la mayoria de los parametros de las regiones pueden
actualizarse eficazmente durante sucesivas operaciones de fusién. Sin embargo, la

division de una region r en un conjunto de regiones 1,79, ..., 7, implica:

= Suprimir la region r en el GAR.

= Recorrer las regiones 7y, 79, ..., 7, para insertar los nodos correspondientes y las

relaciones de adyacencia en el GAR.

En consecuencia, la actualizacion de la estructura GAR después de una operacion de
division involucra demasiados céalculos. Por esto, la estructura de datos GAR se utiliza

preferiblemente en algoritmos de fusion.

Todas las estructuras estudiadas se dedican principalmente a un tipo de operacion de los
datos. Los arreglos de etiquetas y las estructuras jerarquicas se dedican a operaciones
de division, mientras que la estructura de datos de cadenas, la transformada de eje
medio y el grafo de adyacencia de regiones se dedican a operaciones de fusion. Ademés,
cada estructura es conveniente para calcular un subconjunto de parametros, pero puede
inducir un procesamiento complejo para otros casos. Por ejemplo, el célculo de la
frontera de una region dada usando una estructura de datos quadtree requeriria muchos

céalculos.

Por otra parte, las estructuras de datos presentadas en la subseccion 3.3.1 se pueden
utilizar para operaciones de division y de fusion. Ademas, estas estructuras permiten

célculos eficientes de los parametros requeridos por los algoritmos de segmentacion.
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